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Abstract. We study pursuit differential game problem with countable number of pursuers and one evader. Control functions of some finite number of pursuers are subject to integral constraints while that of the remaining pursuers and evader are subject to geometric constraints. Sufficient conditions for completion of pursuit in two different theorems are presented. Moreover, attainability domains and strategies of the players are also constructed. Furthermore, illustrative examples are given.
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1. Introduction

Differential game, due to its importance, has been an area of great interest to many researchers. Thus a lot of publications have been devoted to this area of Applied Mathematics and fundamental results were published in books like Avner [2], Isaacs [13] and Ramachandran et al. [15].

Pursuit-evasion differential game is a differential game involving two players namely pursuer and evader. Its application to solving real life problems motivated lot of researchers to study such type of differential game problem (see, for example Alias et al. [11]; Ibragimov [3, 4, 5]; Ibragimov and Rikhsiev [6]; Ibragimov and Salimi [7]; Ibragimov and Hussin [8]; Ibragimov and Satimov [9]; Ibragimov and Kuchkarov [10]; Ivanov and Ledyeav [14]; Levchenko and Pashkov [1]). In many of these researches, the motion of the pursuer and evader were described by the differential equations, in respective order.
\[ \dot{x}(t) = a(t)u(t), \quad x(0) = x_0, \]
\[ \dot{y}(t) = b(t)v(t), \quad y(0) = y_0 \]  

where \( u(\cdot) \) and \( v(\cdot) \) are control functions of the pursuer and evader respectively, which are either subject to geometric or integral constraints. The functions \( a(\cdot) \), \( b(\cdot) \) are scalar and measurable. Different spaces were considered in different researches. Some of the questions answered include but not limited to finding value of the game, conditions for completion of pursuit, conditions for evasion and construction of optimal strategies of the players.

In the problems considered by the authors in [11], [3], [6] and [1], motion of the players obeyed the differential equations in (1), a case where \( a(t) = b(t) = 1 \). For example, Levchenko and Pashkov [1] considered such case and developed an algorithm for determining the payoff functions for all possible positions. They also present an analytical description of the regions where the pursuit is one to one and collective.

Pursuit differential game of many pursuers and single evader was investigated on a closed bounded convex subset of \( \mathbb{R}^n \) by Alias et al. [11] where the players motion is described by (1) with \( a(t) = b(t) = 1 \). In the game, all players are confined within the given set and their control parameters are subjected to geometric constraints. They obtained estimate for guaranteed pursuit time and proved that indeed pursuit can be completed at this time.

In the space \( \mathbb{R}^n \), a differential game in which \( m \) dynamical objects pursuing a single object was investigated by Ibragimov [3]. The motion of the players obey (1) with \( a(t) = b(t) = 1 \) and mixed constraints on the players control functions are considered. Under some certain conditions in the paper, they constructed an optimal strategy for the pursuers and also obtained value of the game. Mehdi et al [12] studied the same problem considered in [3] with infinite number of dynamical objects (pursuers) in the space \( l_2 \). Optimal strategy of the players were constructed and value of the game was obtained.

Ibragimov and Rikhsiev [6] considered a game with players motion described by (1) with geometric constraints imposed on the players control functions. Sufficient conditions for optimality of the
pursuit time were obtained. Optimal strategy was also constructed.

Ibragimov and Salimi [7] and also Ibragimov and Hussin [8] studied pursuit-evasion differential game of fixed time duration with countably many pursuers and one evader in a Hilbert space $l_2$, where $a(t) = b(t) = \theta - t$. Integral constraints and geometric constraints are considered respectively in both problems. Under certain conditions, they obtained value of the game and constructed optimal strategies of players in both research works.

In this research work, we consider pursuit differential game problems of fixed duration in which equation of motion of the players is described by (1), where $a(t) = b(t)$, in a Hilbert space $l_2$. Mixed constraints (that is, integral and geometric constraints) are imposed on the players’ control functions. Termination time of the game is fixed. This work is motivated by the work of Ibragimov [3].

2. STATEMENT OF THE PROBLEM

Consider the space $l_2 = \{\alpha = (\alpha_1, \alpha_2, \ldots) : \sum_{n=1}^{\infty} \alpha_n^2 < \infty\}$, with inner product $\langle \cdot, \cdot \rangle : l_2 \times l_2 \to \mathbb{R}$ given by $\langle \alpha, \beta \rangle = \sum_{n=1}^{\infty} \alpha_n \beta_n$ and norm $|| \cdot || : l_2 \to [0, +\infty)$ given by $||\alpha|| = \left( \sum_{n=1}^{\infty} \alpha_n^2 \right)^{1/2}$, $\alpha, \beta \in l_2$.

Let the motions of countably many pursuers $P_j, j = 1, 2, 3, \ldots, k, k+1, \ldots$ and an evader $E$ be described by the equations

$$
\begin{align*}
\begin{cases}
P_j: & \dot{x}_j(t) = a(t)u_j(t), \quad x_j(0) = x_{j0}, \\
E: & \dot{y}(t) = a(t)v(t), \quad y(0) = y_0, \quad 0 \leq t \leq \theta,
\end{cases}
\end{align*}
$$

where $x_j(t), x_{j0}, u_j(t), y(t), y_0, v(t) \in l_2$; $u_j(t) = (u_{j1}(t), u_{j2}(t), u_{j3}(t), \ldots)$ is the control functions of the pursuer $P_j$ and $v(t) = (v_1(t), v_2(t), v_3(t), \ldots)$ is that of the evader $E$; $a(\cdot)$ is a positive scalar and measurable function defined on some closed interval $[0, \theta]$. Throughout the game, $I = \{1, 2, 3, \ldots, k, k+1, \ldots\}$ while $\theta$ is a fixed positive constant which denotes the duration of the game.
The \( j^{th} \) pursuer’s control function \( u_j(t) \) is subjected to the constraints below

\[
\int_0^\theta \| u_j(t) \|^2 dt \leq \rho_j^2 \quad \text{for} \quad j \in \{1, 2, 3, \ldots, k\} = I_0, \\
\| u_j(t) \| \leq \rho_j \quad \text{for} \quad j \in \{k + 1, k + 2, \ldots\} = I_1,
\]

while that of the evader satisfies the inequality

\[
\| v(t) \| \leq \sigma, \quad 0 \leq t \leq \theta,
\]

where \( \rho_j, j \in I \) and \( \sigma \) are given positive real numbers.

Once the admissible control functions \( u_j(\cdot) \) and \( v(\cdot) \) are chosen by the players, the corresponding motions \( x_j(\cdot) \) and \( y(\cdot) \) of the players are defined by

\[
x_j(t) = x_{j0} + \int_0^t a(s)u_j(s)ds \quad \text{and} \quad y(t) = y_0 + \int_0^t a(s)v(s)ds,
\]

respectively, \( 0 \leq t \leq \theta \).

\textbf{Definition 1:} A measurable function \( u_j = u_j(t), 0 \leq t \leq \theta \) satisfying the following inequalities;

\[
\int_0^\theta \| u_j(t) \|^2 dt \leq \rho_j^2, \quad j \in \{1, 2, 3, \ldots, k\} = I_0, \\
\| u_j(t) \| \leq \rho_j, \quad j \in \{k + 1, k + 2, \ldots\} = I_1,
\]

is called an admissible control of the pursuer \( P_j \).

\textbf{Definition 2:} A measurable function \( v = v(t), 0 \leq t \leq \theta \) satisfying the inequality

\[
\| v(t) \| \leq \sigma, \quad 0 \leq t \leq \theta,
\]

is called an admissible control of the evader \( E \).

\textbf{Definition 3:} A function \( U_j(x_j, y, v(t)), \)

(i) \( U_j : l_2 \times l_2 \times l_2 \to l_2, \quad j \in I_0 \)

(ii) \( U_j : l_2 \times l_2 \times H(0, \sigma) \to l_2, \quad j \in I_1 \)

for which the system

\[
\dot{x}_j(t) = a(t)U_j(x_j, y, v(t)), \quad x_j(0) = x_{j0} \\
\dot{y}(t) = a(t)v(t), \quad y(0) = y_0
\]
has a unique absolutely continous solution for any admissible control $v(\cdot)$ of the evader $E$ is called **strategy of the pursuer** $P_j$. A strategy $U_j$ is said to be admissible if every control generated by $U_j$ is admissible.

**Definition 4:** Pursuit is said to be completed at time $t^*$, $0 \leq t^* \leq \theta$ in the game described by (2), (3) and (4), if $x_j(t^*) = y(t^*)$ for some $j \in I$.

**Definition 5:** A closed ball $H(x_0, r)$ is called **attainability domain** of a player if the following conditions are satisfied:

i. $\|x_0 - x(\theta)\| \leq r$.

ii. If $\bar{x} \in H(x_0, r)$, then there exists an admissible control of the player such that $x(t) = \bar{x}$ for some $t \in [0, \theta]$.

Research Question:
What are the conditions for completion of pursuit in the game described by (2), (3) and (4)?

3. MAIN RESULTS

Considering the differential game problem described by (2), (3) and (4);
let

$$A(t) = \int_0^t a^2(s)ds, \quad \text{and} \quad B(t) = \int_0^t a(s)ds.$$ 

**Lemma 1:** (Attainability domain) Let $x_{i0}, x_{j0}$ and $y_0$ be the initial positions of the $i^{th}$ pursuer, $j^{th}$ pursuer and the evader, respectively. The closed balls

$$H_1(x_{i0}, \rho_i A^2(\theta)), \quad H_2(x_{j0}, \rho_j B(\theta)) \quad \text{and} \quad H_3(y_0, \sigma B(\theta)),$$

are the attainability domains of the pursuer $P_i, i \in I_0; P_j, j \in I_1$ and of the evader $E$, respectively.

To prove this lemma, we need to show

i. $x_i(\theta) \in H_1(x_{i0}, \rho_i A^2(\theta))$ for $i \in I_0$; $x_j(\theta) \in H_2(x_{j0}, \rho_j B(\theta))$ for $j \in I_1$ and $y(\theta) \in H_3(y_0, \sigma B(\theta))$. 
ii. If $\bar{x} \in H_1(x_{i0}, \rho_iA^{\frac{1}{2}}(\theta))$ or $\bar{x} \in H_2(x_{j0}, \rho_jB(\theta))$ ( $\bar{y} \in H_3(y_0, \sigma B(\theta))$), then there exists an admissible control of the pursuer $P_i$, $i \in I_0$ or $P_j$, $j \in I_1$ (of the evader $E$) such that $x_i(t) = \bar{x}$ or $x_j(t) = \bar{x}$, respectively) for some time $t \in [0, \theta]$.

To prove (i), we have for $i \in I_0$

$$\|x_i(\theta) - x_{i0}\| = \|x_{i0} + \int_0^\theta a(s)u_i(s)ds - x_{i0}\| \leq \int_0^\theta |a(s)||u_i(s)ds| \leq \rho_iA^{\frac{1}{2}}(\theta).$$

The case of the pursuers $P_j$, $j \in I_1$ and evader $E$ can be proven in a similar way.

To show (ii), we construct the controls of the pursuer $P_i$ and $P_j$ as follows

$$\begin{cases}
  u_i(t) = \frac{a(t)}{A(\theta)}(\bar{x} - x_{i0}), & 0 \leq t \leq \theta, \quad i \in I_0 \\
  u_j(t) = \frac{\bar{x} - x_{j0}}{B(\theta)}, & j \in I_1.
\end{cases} \tag{9}$$

For the case of evader, let

$$v(t) = \frac{\bar{y} - y_0}{B(\theta)}, \quad 0 \leq t \leq \theta. \tag{10}$$

Now for $i \in I_0$, we have

$$x_i(\theta) = x_{i0} + \int_0^\theta a(t)u_i(t)dt = x_{i0} + \int_0^\theta a(t) \left( \frac{a(t)}{A(\theta)}(\bar{x} - x_{i0}) \right) dt$$

$$= x_{i0} + \frac{\bar{x} - x_{i0}}{A(\theta)} \int_0^\theta a^2(t)dt$$

$$= \bar{x}$$

The proof for the cases of pursuers $P_j$, $j \in I_1$ and evader $E$ is similar. Moreover, it is not difficult to show that the controls defined by (9) and (10) are admissible.

We now present two theorems with their proofs. Each of the theorem provides answer to the research question, that is, sufficient conditions for completion of pursuit in the game described by (2), (3) and (4).

Consider the set $X_j$ defined as follows:
For the pursuers $P_j, j \in I_0$, if $\rho_j \geq \sigma \sqrt{\theta}$, we set

$$X_j = \left\{ m \in l_2 : 2 \langle x_j, m \rangle \geq m \|^2 + \| x_j \|^2 - \left( \frac{B(\theta)}{\sqrt{\theta}} (\rho_j - \sigma \sqrt{\theta}) \right)^2 \right\}$$

while for $j \in I_1$, we set

$$X_j = \left\{ m \in l_2 : 2 \langle y_0 - x_j, m \rangle \leq (\rho_j^2 - \sigma^2)B^2(\theta) + \| y_0 \|^2 - \| x_j \|^2 \right\},$$

where $x_{j0} \neq y_0$ for all $j \in I = I_0 \cup I_1$.

**Theorem 1:** If $y_0 \in X_j$, then there exists a strategy for the pursuer’s $P_j, j \in I_0$ that guarantees completion of pursuit in the game described by (2), (3) and (4) for the time $\theta$.

**Proof:** From the inclusion $y_0 \in X_j$, we can deduce that

$$\| y_0 - x_j \|^2 \leq \left( \frac{B(\theta)}{\sqrt{\theta}} (\rho_j - \sigma \sqrt{\theta}) \right)^2.$$  \hspace{1cm} (11)

We construct the strategy for the pursuer’s $P_j$ as follows:

$$U_j(t) = \frac{y_0 - x_j}{B(\theta)} + v(t).$$ \hspace{1cm} (12)

Using the inequality (11) and Cauchy-Schwartz inequality, we can show the admissibility of the strategy (12) as follows:

$$\int_0^\theta \| U_j(s) \|^2 ds = \int_0^\theta \left\| \frac{y_0 - x_j}{B(\theta)} + v(t) \right\|^2 ds$$

$$\leq \int_0^\theta \| y_0 - x_j \|^2 + \frac{2}{B(\theta)} \langle y_0 - x_j, v(t) \rangle + \| v(t) \|^2 dt$$

$$\leq \| y_0 - x_j \|^2 + \frac{2}{B^2(\theta)} \langle y_0 - x_j, \int_0^\theta v(t) dt \rangle + \sigma^2 \theta$$

$$\leq \| y_0 - x_j \|^2 + \frac{2}{B^2(\theta)} \| y_0 - x_j \| \sigma \theta + \sigma^2 \theta$$

$$\leq \frac{\left( \frac{B(\theta)}{\sqrt{\theta}} (\rho_j - \sigma \sqrt{\theta}) \right)^2}{B^2(\theta)} \theta + \frac{2 \left( \frac{B(\theta)}{\sqrt{\theta}} (\rho_j - \sigma \sqrt{\theta}) \right) \sigma \theta}{B(\theta)}$$

$$+ \sigma^2 \theta$$

$$= \rho_j^2.$$  

Now if the pursuer uses the strategy (12), then completion of pursuit follows from
\[ x_j(\theta) = x_{j0} + \int_0^\theta a(s) \left( \frac{y_0 - x_{j0}}{B(\theta)} + v(s) \right) ds = y(\theta) \]

For the case \( x_0 = y_0 \), it is trivial to show that \( x_j(\theta) = y(\theta) \).

**Theorem 2:** If \( \sigma \leq \rho_j \) and \( y(\theta) \in X_j \), then the pursuer \( P_j, j \in I_1 \) can complete pursuit in the game described by (2), (3) and (4) for the time \( \theta \).

**Proof**

Let \( \sigma \leq \rho_j \) and \( y(\theta) \in X_j \). We construct the pursuer's strategy given below:

For \( x_{j0} = y_0 \), we set

\[ U_j(t) = v(t), \quad 0 \leq t \leq \theta \]  

(13)

and if \( x_{j0} \neq y_0 \), we set

\[ U_j(t) = \begin{cases} v(t) - \langle v(t), e_j \rangle e_j + \rho_j^2 \sqrt{\sigma^2 + \langle v(t), e_j \rangle^2}, & 0 \leq t \leq \tau \\ v(t), & \tau < t \leq \theta \end{cases} \]  

(14)

where

\[ e_j = \frac{y_0 - x_{j0}}{\|y_0 - x_{j0}\|} \]  

(15)

The admissibility of the strategy (13) and (14) is shown as follows:

If \( x_{j0} = y_0 \), then

\[ \|U_j(t)\| = \|v(t)\| \leq \sigma \leq \rho_j. \]

Now if \( x_{j0} \neq y_0 \),

\[ \|U_j(t)\|^2 = \|v(t) - \langle v(t), e_j \rangle e_j + e_j \sqrt{\rho_j^2 - \sigma^2 + \langle v(t), e_j \rangle^2}\|^2 \]

\[ \leq \|v(t) - \langle v(t), e_j \rangle e_j\|^2 + \|e_j \sqrt{\rho_j^2 - \sigma^2 + \langle v(t), e_j \rangle^2}\|^2 \]

\[ = \langle v(t) - \langle v(t), e_j \rangle e_j, v(t) - \langle v(t), e_j \rangle e_j \rangle + \rho_j^2 - \sigma^2 + \langle v(t), e_j \rangle^2 \]

\[ = \langle v(t) - \langle v(t), e_j \rangle e_j, v(t) \rangle - \langle v(t) - \langle v(t), e_j \rangle e_j, v(t) \rangle \]  

\[ + \rho_j^2 - \sigma^2 + \langle v(t), e_j \rangle^2 \]

\[ = \langle v(t), v(t) \rangle - 2 \langle v(t), \langle v(t), e_j \rangle e_j \rangle + \langle \langle v(t), e_j \rangle, \langle v(t), e_j \rangle \rangle \]  

\[ + \rho_j^2 - \sigma^2 + \langle v(t), e_j \rangle^2 \]

\[ = \|v(t)\|^2 + \rho_j^2 - \sigma^2 \]

\[ \leq \rho_j^2. \]
If the pursuers use the strategies defined by (13) and (14), for the case $x_{j0} = y_0$, it is not difficult to show that $x_j(\theta) = y(\theta)$, that is, pursuit can be completed at time $\theta$.

Now suppose that $x_{j0} \neq y_0$, then

$$y(t) - x_j(t) = e_j f(t),$$

where

$$f(t) = \|y_0 - x_{j0}\| + \int_0^t a(s)\langle v(s), e_j \rangle ds - \int_0^t a(s)(\rho_j^2 - \sigma^2 + \langle v(s), e_j \rangle^2)^{\frac{1}{2}} ds.$$  

(16)

Obviously,

$$f(0) = \|y_0 - x_{j0}\| > 0.$$  

We now show that $f(\theta) \leq 0$, which will imply $f(\tau) = 0$, for some $\tau \in [0, \theta]$.

To this end, we consider the vector-valued function below

$$g(t) = \left( a(t)\sqrt{\rho_j^2 - \sigma^2}, a(t)\langle v(t), e_j \rangle \right), \quad 0 \leq t \leq \theta. \quad (17)$$

Using the last integral in (16) and (17), we obtain

$$f(\theta) \leq \|y_0 - x_{j0}\|$$

$$+ \int_0^\theta a(s)\langle v(s), e_j \rangle ds - \left( B^2(\theta)(\rho_j^2 - \sigma^2) + \left( \int_0^\theta a(s)\langle v(s), e_j \rangle ds \right)^{2^{\frac{1}{2}}} \right). \quad (18)$$

By assumption, $y(\theta) \in X_j$, therefore

$$2\langle y_0 - x_{j0}, y(\theta) \rangle \leq B^2(\theta)(\rho_j^2 - \sigma^2) + \|y_0\|^2 - \|x_{j0}\|^2.$$  

(19)

This implies that

$$\int_0^\theta a(s)\langle v(s), e_j \rangle ds \leq d - \langle y_0, e_j \rangle,$$  

(20)

where

$$d = \frac{B^2(\theta)(\rho_j^2 - \sigma^2) + \|y_0\|^2 - \|x_{j0}\|^2}{2\|y_0 - x_{j0}\|}.$$  

(21)

On the other hand, $\psi(t) = \|y_0 - x_{j0}\| + t - (B^2(\theta)(\rho_j^2 - \sigma^2) + t^2)^{\frac{1}{2}}$ is an increasing function on $(-\infty, \infty)$ since
\[
\psi'(t) = 1 - \frac{t}{\sqrt{B^2(\theta)(\rho_j^2 - \sigma^2) + t^2}} \\
\geq 1 - \frac{t}{\sqrt{t^2}} \\
= 0.
\]

Then it follows from (19) and (20) that

\[
f(\theta) \leq \|y_0 - x_{j0}\| + d - \langle y_0, e_j \rangle - (B^2(\theta)(\rho_j^2 - \sigma^2) + (d - \langle y_0, e_j \rangle)^2)^{\frac{1}{2}}. \tag{21}
\]

Lastly, we show that the right-hand side of (21) is equal to zero, that is

\[
\|y_0 - x_{j0}\| + d - \langle y_0, e_j \rangle = (B^2(\theta)(\rho_j^2 - \sigma^2) + (d - \langle y_0, e_j \rangle)^2)^{\frac{1}{2}}. \tag{22}
\]

Note that:

\[
\|y_0 - x_{j0}\|^2 = \|y_0\|^2 + \|x_{j0}\|^2 - 2\langle y_0, x_{j0} \rangle, \tag{23}
\]

\[
2\|y_0 - x_{j0}\|d = B^2(\theta)(\rho_j^2 - \sigma^2) + \|y_0\|^2 - \|x_{j0}\|^2 \tag{24}
\]

and

\[
2\|y_0 - x_{j0}\|\langle y_0, e_j \rangle = 2\|y_0 - x_{j0}\|\langle y_0, \frac{y_0 - x_{j0}}{\|y_0 - x_{j0}\|} \rangle = 2\|y_0\|^2 - 2\langle y_0, x_{j0} \rangle. \tag{25}
\]

Also,

\[
(\|y_0 - x_{j0}\| + d - \langle y_0, e_j \rangle)^2 = \|y_0 - x_{j0}\|^2 + 2\|y_0 - x_{j0}\|(d - \langle y_0, e_j \rangle) + (d - \langle y_0, e_j \rangle)^2 \\
= \|y_0 - x_{j0}\|^2 + 2\|y_0 - x_{j0}\|d \\
- 2\|y_0 - x_{j0}\|\langle y_0, e_j \rangle + (d - \langle y_0, e_j \rangle)^2. \tag{26}
\]

Substituting (23), (24), (25) into (26) and simplifying, we have

\[
(\|y_0 - x_{j0}\| + d - \langle y_0, e_j \rangle)^2 = B^2(\theta)(\rho_j^2 - \sigma^2) + (d - \langle y_0, e_j \rangle)^2.
\]

Therefore, the equality in (22) is true. Thus, \(f(\theta) \leq 0\).

Consequently, \(f(\tau) = 0\) for some \(\tau, \quad 0 \leq \tau \leq \theta\).

Hence, \(x_j(\tau) = y(\tau)\).

For the remaining period of the game, we have \(U_j(t) = v(t)\),
\( \tau < t \leq \theta, \) then
\[
x_j(\theta) = x_j(\tau) + \int_{\tau}^{\theta} a(t)U_j(t)\,dt = y(\tau) + \int_{\tau}^{\theta} a(t)v(t)\,dt = y(\theta)
\]

Hence, the proof of Theorem 2 is complete.

4. SOME ILLUSTRATIVE EXAMPLES

**Example 1.**
Consider the pursuit Differential Game problem described by
\[
\begin{align*}
\dot{x}_j(t) &= e^t u_j(t), \quad x_j(0) = x_j(0) \\
\dot{y}(t) &= e^t v(t), \quad y(0) = y(0),
\end{align*}
\]
where all the variables are defined as in section 2 with \( u \) and \( v \) satisfying the inequalities
\[
\int_0^{16} \| u_j(t) \|^2 \,dt \leq 25, \quad j \in \{1, 2, 3, \ldots, k\} = I_0,
\]
\[\| v(t) \| \leq 1.\]

We fixed the initial positions of the pursuer \( P_j \) and evader \( E \) as follows; \( x_j(0) = (0, \ldots, 0, 2, 0, \ldots) \) and \( y_0 = (0, 0, 0, \ldots) \) respectively, where the number 2 is in the \( j^{th} \) coordinate of point \( x_{j0} \).

Observe that at time \( \theta = 16; \) \( A(16) = \frac{e^{32} - 1}{2}, \quad B(16) = e^{16} - 1 \)
and also \( \rho_j = 5 \geq \sigma \sqrt{16} = 1 \sqrt{16} = 4. \) Hence the set \( X_j \) takes the form
\[
X_j = \left\{ m \in l_2 : 2\langle x_{j0}, m \rangle \geq \| m \|^2 + 4 - \frac{(e^{16} - 1)^2}{16} \right\}.
\]

Since \( 2\langle x_{j0}, y_0 \rangle \geq 4 - \frac{(e^{16} - 1)^2}{16}, \) for each \( j \in I_0. \)

This implies \( y_0 \in X_j. \) Then by theorem 1, if the player \( P_j, j \in I_0 \)
uses the admissible strategy
\[
U_j(t) = \frac{y_0 - x_{j0}}{e^{16} - 1} + v(t),
\]
then \( x_j(16) = y(16), \) that is, pursuit is completed at the time \( \theta = 16 \)

**Example 2.**
Here, we consider a simple differential game of one pursuer - one evader by dropping the index \( j \in I_1 \) in the game (2), (3) and (4) as
follows
\[
\begin{align*}
\dot{x}(t) &= t^2 u(t), & x(0) &= (0, 0, 0, ...), \\
\dot{y}(t) &= t^2 v(t), & y(0) &= (1, 0, 0, 0, ...),
\end{align*}
\]
where all the variables are defined as in section 2 but in this case, the players control functions satisfies
\[
\|u(t)\| \leq 3, \\
\|v(t)\| \leq \frac{1}{9}.
\]
Observe that at time \(\theta = 2\); \(A(2) = \frac{32}{5}\), \(B(2) = \frac{8}{3}\), \(e = \frac{y_0 - x_0}{\|y_0 - x_0\|} = (1, 0, 0, 0, ...) = y_0\). Hence the set
\[
X = \left\{ m \in l^2 : 2\langle y_0 - x_0, m \rangle \leq \frac{47321}{729} \right\}.
\]
Also, observe that
\[
2\langle y_0 - x_0, y(2) \rangle \leq 2\|y_0 - x_0\|\|y(2)\|
\leq 2\|y_0\| + 2\int_0^2 t^2 v(t) dt
\leq 2 + \frac{16}{27}
\leq \frac{47321}{729},
\]
which implies \(y(2) \in X\). Now if the pursuer uses the admissible strategy below
\[
U(t) = \begin{cases} 
v(t) - \langle v(t), e \rangle e + e\left(\frac{728}{81} + \langle v(t), e \rangle^2\right)^{\frac{1}{2}}, & 0 \leq t \leq \tau \\
v(t), & \tau < t \leq 2,
\end{cases}
\]
then from the conclusion of Theorem 2, pursuit can be completed at the time \(\theta = 2\), that is, \(x(2) = y(2)\).

5. CONCLUSION

We have studied a fixed duration pursuit Differential Game problem with countably many pursuers and one evader in the space \(l^2\) with mixed constraints. We stated and proved theorems for completion of pursuit. This research work prepares ground for finding value of the game for the problem considered in this paper.
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