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ABSTRACT. In this paper, we construct new iterative algo-
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1. INTRODUCTION

Let E be a Banach space with norm ‖ · ‖ and dual E∗ =. For any
x ∈ E and x∗ ∈ E∗, 〈x∗, x〉 is used to refer to x∗(x).

Let ϕ : [0,+∞) → [0,∞) be a strictly increasing continuous func-
tion such that ϕ(0) = 0 and ϕ(t)→ +∞ as t→∞. Such a function
ϕ is called gauge. Associed to a gauge a duality map Jϕ : E → 2E

∗

defined by:

Jϕ(x) := {x∗ ∈ E∗ : 〈x, x∗〉 = ||x||ϕ(||x||), ||x∗|| = ϕ(||x||)}. (1)
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If the gauge is defined by ϕ(t) = t, then the corresponding duality
map is called the normalized duality map and is denoted by J .
Hence the normalized duality map is given by

J(x) := {x∗ ∈ E∗ : 〈x, x∗〉 = ||x||2 = ||x∗||2}, ∀x ∈ E.
Notice that

Jϕ(x) =
ϕ(||x||)
||x||

J(x), x 6= 0. (2)

Let E be a real normed space and let S := {x ∈ E : ‖x‖ = 1}. E
is said to be smooth if

lim
t→0+

‖x+ ty‖ − ‖x‖
t

exists for each x, y ∈ S. E is said to be uniformly smooth if it is
smooth and the limit is attained uniformly for each x, y ∈ S.

Let E be a normed space with dimE ≥ 2. The modulus of smooth-
ness of E is the function ρE : [0,∞)→ [0,∞) defined by

ρE(τ) := sup

{
‖x+ y‖+ ‖x− y‖

2
− 1 : ‖x‖ = 1, ‖y‖ = τ

}
; τ > 0.

It is known that a normed linear space E is uniformly smooth if

lim
τ→0

ρE(τ)

τ
= 0.

If there exists a constant c > 0 and a real number q > 1 such that
ρE(τ) ≤ cτ q, then E is said to be q-uniformly smooth. Typical
examples of such spaces are the Lp, `p and Wm

p spaces for 1 < p <
∞ where, Lp (or lp) or W

m
p is

2− uniformly smooth and p− uniformly convex if 2 ≤ p <∞;
2− uniformly convex and p− uniformly smooth if 1 < p < 2.

Let Jq denote the generalized duality mapping from E to 2E
∗

de-
fined by

Jq(x) :=
{
f ∈ E∗ : 〈x, f〉 = ‖x‖q and ‖f‖ = ‖x‖q−1

}
.

J2 is called the normalized duality mapping and is denoted by J .
It is known that E is smooth if and only if each duality map Jϕ
is single-valued, that E is Frechet differentiable if and only if each
duality map Jϕ is norm-to-norm continuous in E, and that E is uni-
formly smooth if and only if each duality map Jϕ is norm-to-norm
uniformly continuous on bounded subsets of E. Following Brow-
der [6], we say that a Banach space has a weakly continuous duality
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map if there exists a gauge ϕ such that Jϕ is single-valued and is

weak-to-weak∗ sequentially continuous, i.e., if (xn) ⊂ E, xn
w−→ x,

then Jϕ(xn)
w∗
−→ Jϕ(x). It is known that lp (1 < p < ∞) has a

weakly continuous duality map with gauge ϕ(t) = tp−1 (see e.g., [9]
for more details on duality maps).

Remark 1. Note also that a duality mapping exists in each Banach
space. We recall from [2] some of the examples of this mapping in
lp, Lp,W

m,p-spaces, 1 < p <∞.

(i ) lp : Jx = ‖x‖2−plp
y ∈ lq, x = (x1, x2, · · · , xn, · · · ),

y = (x1|x1|p−2, x2|x2|p−2, · · · , xn|xn|p−2, · · · );
(ii ) Lp : Ju = ‖u‖2−pLp

|u|p−2u ∈ Lq;
(iii ) Wm,p : Ju = ‖u‖2−pWm,p

∑
|α≤m|(−1)|α|Dα

(
|Dαu|p−2Dαu

)
∈

W−m,q,

where 1 < q <∞ is such that 1/p+ 1/q = 1.

Finally, recall that a Banach space E satisfies Opial property (see,

e.g., [23]) if: lim sup
n→+∞

‖xn − x‖ < lim sup
n→+∞

‖xn − y‖ whenever xn
w−→ x,

x 6= y.

Let K be a nonempty subset of E and T : K → K be a mapping.
Let Fix(T ) := {x ∈ D(T ) : Tx = x} be the set of fixed points of
the mapping T . The mapping T is said to be

(i ) a contraction if there exists L ∈ [0, 1) such that: ‖Tx −
Ty‖ ≤ b‖x − y‖, for x, y ∈ D(T ). If L = 1, then T is called
nonexpansive;

(ii ) quasi-nonexpansive if Fix(T ) 6= ∅ and ‖Tx − p‖ ≤ ‖x − p‖
for all x ∈ D(T ), p ∈ Fix(T );

(iii ) k-strictly pseudo-contractive if there exists j(x−y) ∈ J(x−y)
and a constant k ∈ (0, 1) such that 〈Tx − Ty, j(x − y)〉 ≤
‖x− y‖2 − k‖(I − T )x− (I − T )y‖2, for all x, y ∈ D(T );

(iv ) k-demicontractive if there exists jq(x− y) ∈ Jq(x− y) a con-

stant k ∈ (0, 1) such that 〈x−Tx, jq(x−p)〉 ≥
(1− k)q−1

2q−1
‖x−

Tx‖q, for all x ∈ D(T ), p ∈ Fix(T ), q > 1.
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Note that the following hold:
(a ) Every nonexpansive mapping is strictly-pseudo-contractive;
(b ) Every nonexpansive mapping is quasi-nonexpansive;
(c ) Every quasi-nonexpansive mapping is 0-demicontractive;
(d ) Every k-strictly pseudo-contractive mapping is k-demicontrac-

tive.

Many problems arising from different areas of mathematics, such
as optimization, variational analysis and differential equations, en-
gineering and science problems can be modeled by equations of the
form :

x = Tx, (3)

where T is a nonexpansive mapping. The solution set of this equa-
tion coincide to a fixed points set of T . Such operators have been
studied extensively (see, e.g., Marino et al. [20], Chidume [11],
Moudafi [22] and the references therein). One of the most inves-
tigated methods for approximating fixed points of nonexpansive
mappings is known as viscosity approximation method, in light of
Moudafi [22]. Let C be a nonempty, closed and convex subset of a
real Banach space E. Let T : C → C be a nonexpansive mapping
such that Fix(T ) 6= ∅ and let f : C → C be a contraction. The
viscosity approximation method is defined by{

x0 ∈ C,
xn+1 = αnf(xn) + (1− αn)Txn,

(4)

where {αn} is a sequence iof real numbers n (0, 1). Under certain
conditions, the sequence {xn} converges strongly to a fixed point
of T.

Let C be a nonempty subset of real Banach space. Recall that an
operator A : C → E is said to be accretive if there exists j(x−y) ∈
J(x− y) such that

〈Ax− Ay, j(x− y)〉 ≥ 0, ∀x, y ∈ C.

It is said to be α-inverse strongly accretive if, for some α > 0,

〈Ax− Ay, j(x− y)〉 ≥ α‖Ax− Ay‖2, ∀x, y ∈ C.

Note that in a Hilbert spaces, the normalized duality map is the
identity map. Hence, in Hilbert spaces, monotonicity and accretiv-
ity coincide.
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We now introduce the following variational inequality in Banach
space E: find a point x∗ ∈ C such that, for some j(x − x∗) ∈
J(x− y),

〈Ax∗, j(x− x∗)〉 ≥ 0, ∀x ∈ C. (5)

This general variational inequality was considered by Aoyama et
al. [3]. The solution set of variational inequality (5) is denoted by
V I(C,A), that is,

V I(C,A) := {x∗ ∈ C, 〈Ax∗, j(x− x∗)〉 ≥ 0, ∀x ∈ C} .

For a lot of real-life problems, such as, in signal processing, re-
source allocation, image recovery and so on, the constraints can
be expressed as the variational inequality problem. Hence, the
problem of finding solutions of variational inequality has became
a flourishing area of contemporary research for numerous mathe-
maticians working in nonlinear operator theory; (see, for example,
[8, 28, 4, 25, 26] and the references contained in them). For solving
the above variational inequality (5), Aoyama et al. [3] introduced
an iterative algorithm:

xn+1 = αnxn + (1− αn)QC(I − λnA)xn n ≥ 0, (6)

where QC is a sunny nonexpansive retraction from E onto C and
{αn} ⊂ (0, 1), {λn} ⊂ (0,∞) are two real number sequences.
Aoyama et al. [3] proved the following weak convergence theorem
for solving variational inequality (5).

Theorem 1 (Aoyama et. al, [3]). Let C be a nonempty, closed
and convex subset of a uniformly convex and 2-uniformly smooth
real Banach space E. Let QC be a sunny nonexpansive retraction
from E onto C. Let A : C → E be an α-inverse strongly accretive
operator with V I(C,A) 6= ∅. If {λn} and {αn} are chosen so that
λn ∈

[
a, α

K2

]
for some a > 0 and αn ∈ [b, c] for some b, c with

0 < b < c < 1, then the sequence {xn} given by (6) converges
weakly to z, a solution of the variational inequality (5), where here,
the real number K is the 2-uniformly smoothness constant of the
Banach space E.

Recently, many authors studied the following convex feasibility
problem (for short, CFP):

finding an x∗ ∈
m⋂
i=1

Ki, (7)
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where m ≥ 1 is an integer and each i, Ki is a nonempty, closed
and convex subset of a real Hilbert space H. There is a consid-
erable investigation on the CFP in the setting of Hilbert spaces
which captures applications in various disciplines such as image
restoration [15, 16, 7], computer tomography and radiation ther-
apy treatment planning [8]. In this paper, we shall consider the
case where, for each i, Ki is the solution set of a finite family of
variational inequalities and fixed point problems involving nonlin-
ear mapping in real Banach spaces. Very recently, Zhang et al.
studied the convex feasibility problem (7) (where Ki = V I(C,Ai)
for i = 1, 2, ...,m) by considering a finite family of inverse-strongly
monotone mappings Ai : C → H and a strict pseudocontraction.
They established a strong convergence theorem which extends the
corresponding results in [17, 14, 24].

Theorem 2 (Zhang and Yuan, [29]). Let C be a nonempty, closed
and convex subset of a real Hilbert space H. For m a positive in-
teger and i, 1 ≤ i ≤ m,, let Ai : C → H be a αi-inverse-strongly
monotone mapping. Let S : C → C be a k-strict pseudocontraction
with a fixed point and and le f : C → C be a fixed α-contractive
mapping.

Assume that Ω :=
( m⋂
i=1

V I(C,Ai)
)⋂

Fix(S) 6= ∅. Let {λi} be

real numbers in (0, 2αi) and let {αn}, {βn} and {γn} be real se-
quences in (0, 1). Let {xn} be a sequence generated iteratively by
the algorithm:

x1 ∈ C,

xn+1 = αnf(xn) + βnxn + γnS
m∑
i=1

ηiyn,i,
(8)

where the criterion for the approximate computation of yn,i in C
is ‖yn,i − PC(I − λiAi)xn‖ ≤ en,i, where lim

n→∞
‖en,i‖ = 0 for each

1 ≤ i ≤ m. Assume that the above control sequences {αn}, {βn}
and {γn} satisfy the following conditions:

(a ) αn + βn + γn =
m∑
i=1

ηi = 1;

(b ) lim
n→∞

αn = 0,
∞∑
n=0

αn =∞;

(c ) 1 > lim
n→∞

sup βn ≥ lim
n→∞

inf βn > 0.
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Then, the sequences {xn} generated by (8) converges strongly to
x∗ ∈ Ω, which is a unique solution of the following variational in-
equality:

〈x∗ − f(x∗), x∗ − p〉 ≤ 0, ∀p ∈ Ω. (9)

In this work, we study the problem of finding an element of Γ :=( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T ), where Ai : C → E is αi-inverse strongly

accretive for i = 1, 2, ...,m, T : C → C is a k-demicontractive map-
ping. Based on the well-known extragradient method and viscosity
approximation method, we introduce the following iterative:

x0 ∈ C, choosen arbitrarily,

zn = θnxn + (1− θn)Txn,

yn = λ0zn +
m∑
i=1

λiQC(I − βiAi)zn,

xn+1 = αnf(xn) + (1− αn)yn,

(10)

where
m∑
i=0

λi = 1, θn ∈ [c, d] ⊂
(

0, min{1, 1−k
d2

)
)
, βi > 0 and

{αn} ⊂ (0, 1) satisfies the following conditions:

lim
n→∞

αn = 0; and
∞∑
n=0

αn =∞.

Under these assumptions, we proved that the sequence {xn} gen-
erated by the algorithm (10) converges strongly to an element of( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T ). The results obtained here, represent an

extension and an important improvement of Theorem 1 and Theo-
rem 2 in the following aspects:

(i ) the problem of finding an element of
( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T )

is more general and more complex than the problem of finding

an element of V I(C,A)
)

as in Theorem 1;

(ii ) the problem studied here extends and generalizes the one con-
sidering in Theorem 2 from Hilbert spaces to Banach spaces;
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(iii ) the algorithm (10) is different to algorithm (6), considered in
Theorem 1. It is also different to algorithm (8) considered in
Theorem 2.

(iv ) the problem of solving variational inequality coupled with
fixed point problem become the special case to the problem
considered in this paper.

2. PRELIMINARY

In the sequel, we shall need the following notions and results.

Let C be a nonempty subset of a smooth real Banach space E. A
mapping QC : E → C is said to be sunny if

QC(QCx+ t(x−QCx)) = QCx

for each x ∈ E and t ≥ 0. It is said to be a retraction if QCx = x
for each x ∈ C.

Lemma 1 (Halpern, [13]). Let C and D be nonempty subsets of a
smooth real Banach space E with D ⊂ C and let QD : C → D be a
retraction from C into D. Then QD is sunny and nonexpansive if
and only if

〈z −QDz, J(y −QDz)〉 ≤ 0

for all z ∈ C and y ∈ D.

Noted that from (2), Lemma 1 still holds if the normalized duality
map is replaced by the general duality map Jϕ, where ϕ is gauge
function.

Remark 2. If K is a nonempty, closed and convex subset of a
Hilbert space H, then the nearest point projection PK from H to
K is a sunny nonexpansive retraction.

The demiclosedness of a nonlinear operator T usually plays an im-
portant role in dealing with the convergence of fixed point iterative
algorithms.

Definition 3. Let K be a nonempty, closed and convex subset
of a real Hilbert space H and let T : K → K be a single-valued
mapping. The map I − T is said to be demiclosed at 0 if for any
sequence {xn} ⊂ D(T ) such that {xn} converges weakly to p and
‖xn − Txn‖ converges to zero, then p ∈ Fix(T ).
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Lemma 2 (Goebel and Kirk, [12]). Let E be a real Banach space
satisfying the Opial’s property. Let K be a closed convex subset of
E, and T : K → K be a nonexpansive mapping such that Fix(T ) 6=
∅. Then I − T is demiclosed.

Lemma 3 (Marino and Xu,[20] (Proposition 2.1) ). Let K ibe a
closed convex subset of a Hilbert space H. and T : K → K be a
self-mapping of C. If T is k-demicontractive, then the fixed point
set Fix(T ) is closed and convex.

Theorem 4 (Chidume,[11]). Let q > 1 be a fixed real number and
E be a smooth Banach space. Then the following are equivalent:

(i ) E is q-uniformly smooth;
(ii ) there is a constant dq > 0 such that for all x, y ∈ E

‖x+ y‖q ≤ ‖x‖q + q〈y , Jq(x)〉+ dq‖y‖q;
(iii ) there is a constant c1 > 0 such that

〈x− y , Jq(x)− Jq(y)〉 ≤ c1‖x− y‖q ∀ x, y ∈ E.
Observing that Lp-spaces, 2 ≤ p < ∞ are 2-uniformly smooth, we
have the following.

Corollary 5. Assume that E = lp, 2 ≤ p <∞. For each x, y ∈ E,
‖x+ y‖2 ≤ ‖x‖2 + 2〈y , J(x)〉+ (p− 1)‖y‖2.

Lemma 4 (Marino, Xu, [20]). Let K be a nonempty closed convex
subset of a real Hilbert space H and T : K → K be a mapping.
(i) If T is k-strictly pseudo-contractive, then T satisfies the Lips-
chitzian condition

‖Tx− Ty‖ ≤ 1 + k

1− k
‖x− y‖, ∀x, y ∈ K.

(ii) If T is k-strictly pseudo-contractive, then the mapping I −T is
demiclosed at 0.

Lemma 5 (Lim, Xu, [18]). Let E be a Banach space with a weakly
continous duality mapping Jϕ for some jauge ϕ. Then, we have

Φ(‖x+ y‖) ≤ Φ(‖x‖) + 〈y, Jϕ(x+ y)〉 (11)

for all x,y ∈ E, where Φ(t) =

∫ t

0

ϕ(σ)dσ, ∀t ≥ 0. In particular,

for the normilized duality mapping, we have the important special
version of (11)

‖x+ y‖2 ≤ ‖x‖2 + 2〈y, J(x+ y)〉. (12)

for all x,y ∈ E.
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Lemma 6 (Xu, [27]). Assume that {an} is a sequence of nonnega-
tive real numbers such that an+1 ≤ (1−αn)an +αnσn for all n ≥ 0,
where {αn} is a sequence in (0, 1) and {σn} is a sequence in R such
that

(a)
∞∑
n=0

αn = ∞, (b) lim sup
n→∞

σn ≤ 0 or
∞∑
n=0

|σnαn| < ∞. Then

lim
n→∞

an = 0.

Lemma 7 (Chang et al. [10]). Let E be a uniformly convex real Ba-
nach space. For arbitrary r > 0, let Br(0) := {x ∈ E : ||x|| ≤ r},
be the closed ball with center 0 and radius r > 0. For any given
sequence {u1, u2, ....., um} ⊂ Br(0) and any positive real numbers

{λ1, λ2, ...., λm} with
m∑
k=1

λk = 1, then there exists a continuous,

strictly increasing and convex function

g : [0, 2r]→ R+, g(0) = 0,

such that for any integer i, j with i < j,

‖
m∑
k=1

λkuk‖2 ≤
m∑
k=1

λk‖uk‖2 − λiλjg(‖ui − uj‖).

Lemma 8 (Mainge,[21]). Let {tn} be a sequence of real numbers
that does not decrease at infinity in a sense that there exists a subse-
quence {tni

} of tn such that tni
such that tni

≤ tni+1
for all i ≥ 0. For

sufficiently large numbers n ∈ N, an sequence of integers, {τ(n)} is
defined as follows:

τ(n) = max{k ≤ n : tk ≤ tk+1}.
Then, τ(n)→∞ as n→∞ and

max{tτ(n), tn} ≤ tτ(n)+1.

Lemma 9 (Aoyama et al.,[3]). Let C be a nonempty, closed and
convex subset of a smooth real Banach space E. Let QC be a sunny
nonexpansive retraction from E onto C and let A be an accretive
operator of C into E. Then for all λ > 0,

V I(C,A) = Fix(QC(I − λA)). (13)

Lemma 10 (Aoyama et al.,[3]). Let C be a nonempty, closed and
convex subset of a 2-uniformly smooth real Banach space E. Let
α > 0 and A be an α-inverse strongly accretive operator of C into
E. If 0 < λ ≤ α

K2 , then I − λA is a nonexpansive mapping of C
into E, where K is the 2-uniformly smoothness constant of E.
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3. STRONG CONVERGENCE THEOREMS

We now prove the following result.

Theorem 6. Let E be a 2-uniformly smooth and uniformly convex
real Banach space with a weakly continuous duality map Jϕ. Let C
be a nonempty, closed convex subset of E. Let QC be a sunny nonex-
pansive retraction from E onto C and f : C → C be a b-contraction.
for i = 1, 2, ...,m, let Ai : C → E be a αi-inverse strongly accretive
mapping and let T : C → C be a k-demicontractive mapping such

that Γ :=
( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T ) 6= ∅. Assume that I − T is

demiclosed at the origin and βi ∈
[
a, αi

K2

]
for some a > 0, where

K is the 2-uniformly smoothness constant of E. Then, the sequence
{xn} generated by (10) converges strongly to x∗ ∈ Γ, which is the
unique solution of the following variational inequality:

〈x∗ − f(x∗), Jϕ(x∗ − p)〉 ≤ 0, ∀p ∈ Γ. (14)

Proof. We first show the uniqueness of the solution of the varia-
tional inequality (14). Assume that x∗ ∈ Γ and x∗∗ ∈ Γ are both
solutions to (14). Then, it follows

〈x∗ − f(x∗), Jϕ(x∗ − x∗∗)〉 ≤ 0 (15)

and

〈x∗∗ − f(x∗∗), Jϕ(x∗∗ − x∗)〉 ≤ 0. (16)

Adding up (15) and (16) yields

〈x∗∗ − x∗ + f(x∗)− f(x∗∗), Jϕ(x∗∗ − x∗)〉 ≤ 0. (17)

Noting that

〈x∗∗−x∗+f(x∗)−f(x∗∗), Jϕ(x∗∗−x∗)〉 ≥ (1−b)ϕ
(
‖x∗−x∗∗‖

)
‖x∗−x∗∗‖,

it follows that x∗ = x∗∗, which proves the uniqueness. In what
follows, x∗ denotes the unique solution of (14).

We prove that the sequence {xn} is bounded. For this, Let p ∈ Γ.
Using (10), inequality (ii) of Theorem 4 and the fact that T is
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k-demicontractive, we have

‖zn − p‖2 =
∥∥∥(1− θn)(xn − p) + θn(Txn − p)

∥∥∥2
=

∥∥∥(1− θn)(xn − p) + θn(Txn − xn) + θn(xn − p)
∥∥∥2

=
∥∥∥xn − p+ θn(Txn − xn)

∥∥∥2
≤ ‖xn − p‖2 − 2θn〈xn − Txn, J(xn − p)〉+ d2

∥∥∥θn(Txn − xn)
∥∥∥2

≤ ‖xn − p‖2 − θn(1− k)‖xn − Txn‖2 + d2

∥∥∥θn(Txn − xn)
∥∥∥2

≤ ‖xn − p‖2 − θn(1− k − d2θn)‖Txn − xn‖2. (18)

Since 1− k − d2θn > 0, it follows that

‖zn − p
∥∥∥ ≤ ‖xn − p∥∥∥. (19)

From (10), Lemmas 9 and 10, we obtain

‖yn − p‖ = ‖λ0zn +
m∑
i=1

λiQC(I − βiAi)zn − p‖

≤ λ0‖zn − p‖+
m∑
i=1

λi‖QC(I − βiAi)zn − p‖

≤ ‖zn − p‖.

Therefore,

‖yn − p‖ ≤ ‖zn − p‖ ≤ ‖xn − p‖. (20)

Hence,

‖xn+1 − p‖ = ‖αnf(xn) + (1− αn)yn − p‖
≤ αn‖f(xn)− f(p)‖+ (1− αn)‖yn − p‖+ αn‖f(p)− p‖
≤ (1− αn(1− b))‖xn − p‖+ αn‖f(p)− p‖

≤ max {‖xn − p‖,
‖f(p)− p‖

1− b
}.

So, by induction,

‖xn − p‖ ≤ max {‖x0 − p‖,
‖f(p)− p‖

1− b
}, n ≥ 1.

Hence {xn} is bounded, also {yn}, {zn} and {f(xn)} are all bounded.
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Using (18) and and the convexity of x→ ‖x‖2, it follows that

‖xn+1 − p‖2 ≤ ‖αnf(xn) + (1− αn)yn − p‖2

≤ αn‖f(xn)− p‖2 + (1− αn)‖xn − p‖2

≤ αn‖f(xn)− p‖2 + (1− αn)‖xn − p‖2

−(1− αn)θn(1− k − d2θn)‖Txn − xn‖2.

Since {xn} is bounded, there exists a constant B > 0 such that

(1−αn)θn(1− k− d2θn)‖Txn−xn‖2 ≤ ‖xn− p‖2−‖xn+1− p‖2 +αnB. (21)

We now prove that {xn} converges strongly to x∗. The proof will
be in two steps.
Case 1. Assume that there is n0 ∈ N such that {‖xn − x∗‖} is
decreasing from n0. Since {‖xn − x∗‖} is is bounded, there it is
convergent. Clearly, we have

lim
n→∞

(
‖xn − p‖2 − ‖xn+1 − p‖2

)
= 0. (22)

From (21), it follows that

lim
n→∞

(1− αn)θn(1− k − d2θn)‖Txn − xn‖2 = 0. (23)

Since θn ∈ [c, d] ⊂
(

0, min{1, 1−k
d2

)
)
, we have

lim
n→∞

‖xn − Txn‖ = 0. (24)

Now, observing that,

‖zn − xn‖ = ‖(1− θn)xn + θnTxn − xn‖
= ‖(1− θn)xn + θnTxn − θnxn − (1− θn)xn‖
≤ ‖Txn − xn‖,

from, (24), we have

lim
n→∞

‖zn − xn‖ = 0. (25)

We show that lim sup
n→+∞

〈x∗ − f(x∗), Jϕ(x∗ − xn)〉 ≤ 0. Since E is

reflexive and {xn}n≥0 is bounded, there exists a subsequence {xnj
}

of {xn} such that xnj
converges weakly to x∗∗ in C and

lim sup
n→+∞

〈x∗ − f(x∗), Jϕ(x∗ − xn)〉 = lim
j→+∞

〈x∗ − f(x∗), Jϕ(x∗ − xnj
)〉.

From (24) and the fact that I−T is demiclosed, it follows that x∗∗ ∈
Fix(T ). From Lemma 7, the fact that QC(I−βiAi) is nonexpansive
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and (20), we have

‖yn − p‖2 = ‖λ0zn +
m∑
i=1

λiQC(I − βiAi)zn − p‖2

≤ λ0‖zn − p‖2 +
m∑
i=1

λi‖QC(I − βiAi)zn − p‖2 −

λ0λig(‖QC(I − βiAi)zn − zn‖)
≤ ‖xn − p‖2 − λ0λig(‖QC(I − βiAi)zn − zn‖).

Hence,

‖xn+1 − p‖2 ≤ ‖αnf(xn) + (1− αn)yn − p‖2

≤ αn‖f(xn)− p‖2 + (1− αn)‖yn − p‖2

≤ αn‖f(xn)− p‖2 + (1− αn)‖xn − p‖2

−(1− αn)λ0λig(‖QC(I − βiAi)zn − zn‖).

Since {xn} is bounded, then there exists a constant D > 0 such
that

(1−αn)λ0λig(‖QC(I−βiAi)zn−zn‖) ≤ ‖xn−p‖2−‖xn+1−p‖2 +αnD. (26)

Thus, we have

lim
n→∞

g(‖QC(I − βiAi)zn − zn‖) = 0. (27)

Using the properties of g, we have

lim
n→∞

‖QC(I − βiAi)zn − zn‖ = 0. (28)

From (28) and Lemma 2, we obtain x∗∗ ∈
m⋂
i=1

Fix(QC(I − βiAi)).

Using Lemma 9, we have x∗∗ ∈
m⋂
i=1

V I(C,Ai). Therefore, x∗∗ ∈ Γ.

On the other hand, using the fact that x∗ solves (14) and the weak
continuity of the duality mapping Jϕ, we have

lim sup
n→+∞

〈x∗ − f(x∗), Jϕ(x∗ − xn)〉 = lim
j→+∞

〈x∗ − f(x∗), Jϕ(x∗ − xnj )〉

= 〈x∗ − f(x∗), Jϕ(x∗ − x∗∗)〉 ≤ 0.

Finally, we show that xn → x∗. In fact, since Φ(t) =
∫ t
0
ϕ(σ)dσ, ∀t

≥ 0, and ϕ is a gauge function, then Φ(kt) ≤ kΦ(t), for 1 ≥ k ≥ 0.



ALGORITHMS FOR A SYSTEM OF VARIATIONAL INEQUALITY . . . 355

From (10) and Lemma 5, we obtain the following estimates

Φ(‖xn+1 − x∗‖) = Φ(‖αnf(xn) + (1− αn)yn − x∗‖)
≤ Φ(‖αn(f(xn)− f(x∗)) + (1− αn)(yn − x∗)‖)

+αn〈x∗ − f(x∗), Jϕ(x∗ − xn+1)〉
≤ Φ(αn‖f(xn)− f(x∗)‖+ ‖(1− αn)(yn − x∗)‖)

+αn〈x∗ − f(x∗), Jϕ(x∗ − xn+1)〉
≤ Φ(αnb‖xn − x∗‖+ (1− αn)‖yn − x∗‖)

+αn〈x∗ − f(x∗), Jϕ(x∗ − xn+1)〉
≤ Φ((1− (1− b)αn)‖xn − x∗‖)

+αn〈x∗ − f(x∗), Jϕ(x∗ − xn+1)〉
≤ (1− (1− b)αn)Φ(‖xn − x∗‖)

+αn〈x∗ − f(x∗), Jϕ(x∗ − xn+1)〉.

From Lemma 6, it follows that xn → x∗.

Case 2. Assume that the sequence {‖xn−x∗‖} is not monotonically
decreasing. Set Bn = ‖xn − x∗‖. Let τ : N → N be a mapping
defined from for n ≥ n0, for some n0 large enough, by τ(n) =
max{k ∈ N : k ≤ n, Bk ≤ Bk+1}. Obviously, {τ(n)} is a non-
decreasing and τ(n) → ∞ as n → ∞ and Bτ(n) ≤ Bτ(n)+1 for
n ≥ n0. From (21), we obtain

(1− ατ(n))θτ(n)(1− k − d2θτ(n))‖Txτ(n) − xτ(n)‖2 ≤ ατ(n)B.

Furthermore, we have

lim
n→∞

θτ(n)(1− k − d2θτ(n))‖Txτ(n) − xτ(n)‖ = 0.

Since 1− k − d2θτ(n) > 0, it follows that

lim
n→∞

‖xτ(n) − Txτ(n)‖ = 0. (29)

Using the same arguments as in case 1, we can show that xτ(n) and
yτ(n) are bounded in C and lim sup

τ(n)→+∞
〈x∗−f(x∗), Jϕ(x∗−xτ(n))〉 ≤ 0.

For all n ≥ n0, we have

0 ≤ Φ(‖xτ(n)+1 − x∗‖)− Φ(‖xτ(n) − x∗‖)
≤ ατ(n)[−(1− b)Φ(‖xτ(n) − x∗‖) + 〈x∗ − f(x∗), Jϕ(x∗ − xτ(n)+1)〉],

which implies that

Φ(‖xτ(n) − x∗‖) ≤
1

1− b
〈x∗ − f(x∗), Jϕ(x∗ − xτ(n)+1)〉.



356 T. M. M. SOW, M. SENE, M. NDIAYE, Y. B. EL YEIKHEIR & N. DJITTE

Then, we have
lim
n→∞

Φ(‖xτ(n) − x∗‖) = 0.

Therefore,
lim
n→∞

Bτ(n) = lim
n→∞

Bτ(n)+1 = 0.

Thus, by Lemma 8, we conclude that

0 ≤ Bn ≤ max{Bτ(n), Bτ(n)+1} = Bτ(n)+1.

Hence, lim
n→∞

Bn = 0, that is {xn} converges strongly to x∗. This

completes the proof. �

Corollary 7. Assume that E = lp, 2 ≤ p < ∞. Let C be a
nonempty, closed and convex subset of E. Let QC be a sunny nonex-
pansive retraction from E onto C and f : C → C be a b-contraction.
For i = 1, 2, ...,m, let Ai : C → E be a αi-inverse strongly accretive
and let T : C → C be a k-demicontractive mapping such that( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T ) 6= ∅. Assume that I−T is demiclosed at

origin and βi ∈
[
a, αi

K2

]
for some a > 0 where K is the 2-uniformly

smoothness constant of E.Let {xn} be a sequence defined as follows:

x0 ∈ C, choosen arbitrarily,

zn = θnxn + (1− θn)Txn,

yn = λ0zn +
m∑
i=1

λiQC(I − βiAi)zn,

xn+1 = αnf(xn) + (1− αn)yn,

(30)

where
m∑
i=0

λi = 1, θn ∈ [c, d] ⊂
(

0, min{1, 1−k
p−1 )

)
and {αn} ⊂

(0, 1). Assume that the above control sequences satisfy the following
conditions:
(a) lim

n→∞
αn = 0;

(b)
∞∑
n=0

αn =∞.

Then, the sequence {xn} generated by (30) converges strongly to

x∗ ∈
( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T ), the unique solution of the following
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variational inequality:

〈x∗ − f(x∗), Jϕ(x∗ − p)〉 ≤ 0, ∀p ∈
( m⋂
i=1

V I(C,Ai)
)⋂

Fix(T ).

(31)

Proof. since lp-spaces , 2 ≤ p < ∞ are 2-uniformly smooth and
p-uniformly convex Banach spaces with weakly continuous duality
mapping, then the proof follows from Theorem 6 and Corollary
5. �

In the special case, where T ≡ I, the indentity map, then Theorem
6 is reduced to the following:

Theorem 8. Let E be a 2-uniformly smooth and uniformly convex
real Banach space having a weakly continuous duality map Jϕ and
let C be a nonempty, closed and convex subset of E. Let QC be a
sunny nonexpansive retraction from E onto C and let f : C → C
be a b-contraction. For i = 1, 2, ...,m, let Ai : C → E be αi-inverse

strongly accretive such that Γ :=
m⋂
i=1

V I(C,Ai) 6= ∅. Let {xn} be a

sequence defined as follows:

x0 ∈ C, choosen arbitrarily,

yn = λ0xn +
m∑
i=1

λiQC(I − βiAi)xn,

xn+1 = αnf(xn) + (1− αn)yn,

(32)

where
m∑
i=0

λi = 1, βi ∈
[
a, αi

K2

]
and {αn} ⊂ (0, 1). Assume that the

above control sequences satisfy the following conditions:
(a) lim

n→∞
αn = 0;

(b)
∞∑
n=0

αn =∞.

Then, the sequence {xn} generated by algorithm (32) converges

strongly to an element of
m⋂
i=1

V I(C,Ai).

In the special case, where Ai ≡ 0, for i = 1, 2, ...,m, then Theorem
6 is reduced to the following:
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Theorem 9. Let E be a 2-uniformly smooth and uniformly convex
real Banach space having a weakly continuous duality map Jϕ and
C be a nonempty, closed and convex subset of E. Let QC be a sunny
nonexpansive retraction from E onto C and let f : C → C be a b-
contraction. Let T : C → C be a k-demicontractive mapping such
that Fix(T ) 6= ∅ and I − T is demiclosed at origin. Let {xn} be a
sequence defined as follows:

x0 ∈ C, choosen arbitrarily,

zn = θnxn + (1− θn)Txn,

xn+1 = αnf(xn) + (1− αn)zn,

(33)

where
m∑
i=0

λi = 1, θn ∈ [c, d] ⊂
(

0, min{1, 1−k
d2

)
)

and {αn} ⊂

(0, 1). Assume that the above control sequences satisfy the following
conditions:
(a) lim

n→∞
αn = 0;

(b)
∞∑
n=0

αn =∞.

Then, the sequence {xn} generated by algorithm (33) converges
strongly to an element of Fix(T ).

4. APPLICATION TO CONVEX MINIMIZATION PROBLEMS

In this section, we study the problem of finding a common solution
of a finite family of convex minimization problems coupled with
fixed point problem in a real Hilbert spaces. Precisely, find an x∗

with the property:

x∗ ∈
( m⋂
i=1

argminx∈C gi(x)
)⋂

Fix(T ), (34)

where for, for each i, 1 ≤ i ≤ m, gi is a continuously Fréchet
differentiable and convex functional on C.

Lemma 11. (Baillon and Haddad [5]) Let H be a real Hilbert space
and g be a continuously Fréchet differentiable and convex functional
on H where ∇g denotes its gradient. If ∇g is 1

α
-Lipschitz continu-

ous, then ∇g is α-inverse strongly monotone.
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Remark 3. A necessary condition for a point x∗ ∈ K to be a
solution of the minimization problem (34) is that :

x∗ ∈
( m⋂
i=1

V I(∇gi, K)
)⋂

Fix(T ).

Hence, one has the following result.

Theorem 10. Let H be a real Hilbert space. Let C be a nonempty,
closed and convex subset of H and f : C → C be a b-contraction.
For i = 1, 2, ...,m, let gi : C → R be a continuously Fréchet differen-

tiable and convex functional on C with a
1

αi
-Lipschitz continuous

∇gi. Let T : C → C is a k-demicontractive mapping such that

Γ :=
( m⋂
i=1

V I(C,∇gi)
)⋂

Fix(T ) 6= ∅ and I − T is demiclosed at

origin. Let {xn} be a sequence defined as follows:

x0 ∈ C, choosen arbitrarily,

zn = θnxn + (1− θn)Txn,

yn = λ0zn +
m∑
i=1

λiPC(I − βi∇gi)zn,

xn+1 = αnf(xn) + (1− αn)yn,

(35)

where
m∑
i=0

λi = 1, θn ∈ [c, d] ⊂ (0, 1), {αn} ⊂ (0, 1), βi ∈ [a, 2αi]

for some a > 0. Assume that the above control sequences satisfy the
following conditions:
(a) lim

n→∞
αn = 0;

(b)
∞∑
n=0

αn =∞.

Then, the sequence {xn} generated by (35) converges strongly to a
solution of problem (34).

Proof. We set H = E and ∇gi = Ai, into Theorem 6. Then, the
proof follows Theorem 6 and Remark 3. �

Remark 4. Real sequence that satisfy conditions (a), and (b) is
given by: αn = 1√

n
.
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