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#### Abstract

In this paper, we construct new iterative algorithms for approximating common solutions of a system of variational inequality and a fixed point problems with demicontractive mapping in real Banach spaces. Furthermore, we prove that the proposed algorithm has strong convergence. Finally, we apply our results for solving a system of convex minimization problem coupled with fixed point problems. Our technique of proof is of independent interest.
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## 1. INTRODUCTION

Let $E$ be a Banach space with norm $\|\cdot\|$ and dual $E^{*}=$. For any $x \in E$ and $x^{*} \in E^{*},\left\langle x^{*}, x\right\rangle$ is used to refer to $x^{*}(x)$.

Let $\varphi:[0,+\infty) \rightarrow[0, \infty)$ be a strictly increasing continuous function such that $\varphi(0)=0$ and $\varphi(t) \rightarrow+\infty$ as $t \rightarrow \infty$. Such a function $\varphi$ is called gauge. Associed to a gauge a duality map $J_{\varphi}: E \rightarrow 2^{E^{*}}$ defined by:

$$
\begin{equation*}
J_{\varphi}(x):=\left\{x^{*} \in E^{*}:\left\langle x, x^{*}\right\rangle=\|x\| \varphi(\|x\|),\left\|x^{*}\right\|=\varphi(\|x\|)\right\} . \tag{1}
\end{equation*}
$$

[^0]If the gauge is defined by $\varphi(t)=t$, then the corresponding duality map is called the normalized duality map and is denoted by $J$. Hence the normalized duality map is given by

$$
J(x):=\left\{x^{*} \in E^{*}:\left\langle x, x^{*}\right\rangle=\|x\|^{2}=\left\|x^{*}\right\|^{2}\right\}, \forall x \in E .
$$

Notice that

$$
\begin{equation*}
J_{\varphi}(x)=\frac{\varphi(\|x\|)}{\|x\|} J(x), x \neq 0 \tag{2}
\end{equation*}
$$

Let $E$ be a real normed space and let $S:=\{x \in E:\|x\|=1\}$. $E$ is said to be smooth if

$$
\lim _{t \rightarrow 0^{+}} \frac{\|x+t y\|-\|x\|}{t}
$$

exists for each $x, y \in S . E$ is said to be uniformly smooth if it is smooth and the limit is attained uniformly for each $x, y \in S$.

Let $E$ be a normed space with $\operatorname{dimE} \geq 2$. The modulus of smoothness of $E$ is the function $\rho_{E}:[0, \infty) \rightarrow[0, \infty)$ defined by
$\rho_{E}(\tau):=\sup \left\{\frac{\|x+y\|+\|x-y\|}{2}-1:\|x\|=1,\|y\|=\tau\right\} ; \tau>0$.
It is known that a normed linear space $E$ is uniformly smooth if

$$
\lim _{\tau \rightarrow 0} \frac{\rho_{E}(\tau)}{\tau}=0
$$

If there exists a constant $c>0$ and a real number $q>1$ such that $\rho_{E}(\tau) \leq c \tau^{q}$, then $E$ is said to be q-uniformly smooth. Typical examples of such spaces are the $L_{p}, \ell_{p}$ and $W_{p}^{m}$ spaces for $1<p<$ $\infty$ where, $L_{p}\left(\right.$ or $\left.l_{p}\right)$ or $W_{p}^{m}$ is

2 - uniformly smooth and $p$ - uniformly convex if $2 \leq p<\infty$;
2 - uniformly convex and $p$ - uniformly smooth if $1<p<2$.
Let $J_{q}$ denote the generalized duality mapping from $E$ to $2^{E^{*}}$ defined by

$$
J_{q}(x):=\left\{f \in E^{*}:\langle x, f\rangle=\|x\|^{q} \text { and }\|f\|=\|x\|^{q-1}\right\} .
$$

$J_{2}$ is called the normalized duality mapping and is denoted by $J$. It is known that $E$ is smooth if and only if each duality map $J_{\varphi}$ is single-valued, that $E$ is Frechet differentiable if and only if each duality map $J_{\varphi}$ is norm-to-norm continuous in $E$, and that $E$ is uniformly smooth if and only if each duality map $J_{\varphi}$ is norm-to-norm uniformly continuous on bounded subsets of $E$. Following Browder [6], we say that a Banach space has a weakly continuous duality
map if there exists a gauge $\varphi$ such that $J_{\varphi}$ is single-valued and is weak-to-weak* ${ }^{*}$ sequentially continuous, i.e., if $\left(x_{n}\right) \subset E, x_{n} \xrightarrow{w} x$, then $J_{\varphi}\left(x_{n}\right) \xrightarrow{w^{*}} J_{\varphi}(x)$. It is known that $l^{p}(1<p<\infty)$ has a weakly continuous duality map with gauge $\varphi(t)=t^{p-1}$ (see e.g., [9] for more details on duality maps).

Remark 1. Note also that a duality mapping exists in each Banach space. We recall from [2] some of the examples of this mapping in $l_{p}, L_{p}, W^{m, p_{-}}$-spaces, $1<p<\infty$.
(i) $l_{p}: J x=\|x\|_{l_{p}}^{2-p} y \in l_{q}, \quad x=\left(x_{1}, x_{2}, \cdots, x_{n}, \cdots\right)$, $y=\left(x_{1}\left|x_{1}\right|^{p-2}, x_{2}\left|x_{2}\right|^{p-2}, \cdots, x_{n}\left|x_{n}\right|^{p-2}, \cdots\right) ;$
(ii) $L_{p}: J u=\|u\|_{L_{p}}^{2-p}|u|^{p-2} u \in L_{q}$;
(iii ) $W^{m, p}: \quad J u=\|u\|_{W^{m, p}}^{2-p} \sum_{|\alpha \leq m|}(-1)^{|\alpha|} D^{\alpha}\left(\left|D^{\alpha} u\right|^{p-2} D^{\alpha} u\right) \in$ $W^{-m, q}$,
where $1<q<\infty$ is such that $1 / p+1 / q=1$.

Finally, recall that a Banach space $E$ satisfies Opial property (see, e.g., [23]) if: $\limsup _{n \rightarrow+\infty}\left\|x_{n}-x\right\|<\limsup _{n \rightarrow+\infty}\left\|x_{n}-y\right\|$ whenever $x_{n} \xrightarrow{w} x$, $x \neq y$.

Let $K$ be a nonempty subset of $E$ and $T: K \rightarrow K$ be a mapping. Let $\operatorname{Fix}(T):=\{x \in D(T): T x=x\}$ be the set of fixed points of the mapping $T$. The mapping $T$ is said to be
(i) a contraction if there exists $L \in[0,1)$ such that: $\| T x-$ $T y\|\leq b\| x-y \|$, for $x, y \in D(T)$. If $L=1$, then $T$ is called nonexpansive;
(ii ) quasi-nonexpansive if $\operatorname{Fix}(T) \neq \emptyset$ and $\|T x-p\| \leq\|x-p\|$ for all $x \in D(T), p \in \operatorname{Fix}(T)$;
(iii ) $k$-strictly pseudo-contractive if there exists $j(x-y) \in J(x-y)$ and a constant $k \in(0,1)$ such that $\langle T x-T y, j(x-y)\rangle \leq$ $\|x-y\|^{2}-k\|(I-T) x-(I-T) y\|^{2}$, for all $x, y \in D(T)$;
(iv ) $k$-demicontractive if there exists $j_{q}(x-y) \in J_{q}(x-y)$ a constant $k \in(0,1)$ such that $\left\langle x-T x, j_{q}(x-p)\right\rangle \geq \frac{(1-k)^{q-1}}{2^{q-1}} \| x-$ $T x \|^{q}$, for all $x \in D(T), p \in \operatorname{Fix}(T), q>1$.

Note that the following hold:
(a) Every nonexpansive mapping is strictly-pseudo-contractive;
( $b$ ) Every nonexpansive mapping is quasi-nonexpansive;
(c ) Every quasi-nonexpansive mapping is 0-demicontractive;
(d ) Every $k$-strictly pseudo-contractive mapping is $k$-demicontractive.

Many problems arising from different areas of mathematics, such as optimization, variational analysis and differential equations, engineering and science problems can be modeled by equations of the form :

$$
\begin{equation*}
x=T x, \tag{3}
\end{equation*}
$$

where $T$ is a nonexpansive mapping. The solution set of this equation coincide to a fixed points set of $T$. Such operators have been studied extensively (see, e.g., Marino et al. [20], Chidume [11], Moudafi [22] and the references therein). One of the most investigated methods for approximating fixed points of nonexpansive mappings is known as viscosity approximation method, in light of Moudafi [22]. Let $C$ be a nonempty, closed and convex subset of a real Banach space $E$. Let $T: C \rightarrow C$ be a nonexpansive mapping such that $\operatorname{Fix}(T) \neq \emptyset$ and let $f: C \rightarrow C$ be a contraction. The viscosity approximation method is defined by

$$
\left\{\begin{array}{l}
x_{0} \in C  \tag{4}\\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T x_{n}
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}$ is a sequence iof real numbers $\mathrm{n}(0,1)$. Under certain conditions, the sequence $\left\{x_{n}\right\}$ converges strongly to a fixed point of $T$.

Let $C$ be a nonempty subset of real Banach space. Recall that an operator $A: C \rightarrow E$ is said to be accretive if there exists $j(x-y) \in$ $J(x-y)$ such that

$$
\langle A x-A y, j(x-y)\rangle \geq 0, \quad \forall x, y \in C .
$$

It is said to be $\alpha$-inverse strongly accretive if, for some $\alpha>0$,

$$
\langle A x-A y, j(x-y)\rangle \geq \alpha\|A x-A y\|^{2}, \quad \forall x, y \in C
$$

Note that in a Hilbert spaces, the normalized duality map is the identity map. Hence, in Hilbert spaces, monotonicity and accretivity coincide.

We now introduce the following variational inequality in Banach space $E$ : find a point $x^{*} \in C$ such that, for some $j\left(x-x^{*}\right) \in$ $J(x-y)$,

$$
\begin{equation*}
\left\langle A x^{*}, j\left(x-x^{*}\right)\right\rangle \geq 0, \quad \forall x \in C . \tag{5}
\end{equation*}
$$

This general variational inequality was considered by Aoyama et al. [3]. The solution set of variational inequality (5) is denoted by $V I(C, A)$, that is,

$$
V I(C, A):=\left\{x^{*} \in C,\left\langle A x^{*}, j\left(x-x^{*}\right)\right\rangle \geq 0, \quad \forall x \in C\right\}
$$

For a lot of real-life problems, such as, in signal processing, resource allocation, image recovery and so on, the constraints can be expressed as the variational inequality problem. Hence, the problem of finding solutions of variational inequality has became a flourishing area of contemporary research for numerous mathematicians working in nonlinear operator theory; (see, for example, [ $8,28,4,25,26]$ and the references contained in them). For solving the above variational inequality (5), Aoyama et al. [3] introduced an iterative algorithm:

$$
\begin{equation*}
x_{n+1}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) Q_{C}\left(I-\lambda_{n} A\right) x_{n} n \geq 0 \tag{6}
\end{equation*}
$$

where $Q_{C}$ is a sunny nonexpansive retraction from $E$ onto $C$ and $\left\{\alpha_{n}\right\} \subset(0,1),\left\{\lambda_{n}\right\} \subset(0, \infty)$ are two real number sequences. Aoyama et al. [3] proved the following weak convergence theorem for solving variational inequality (5).

Theorem 1 (Aoyama et. al, [3]). Let $C$ be a nonempty, closed and convex subset of a uniformly convex and 2-uniformly smooth real Banach space $E$. Let $Q_{C}$ be a sunny nonexpansive retraction from $E$ onto $C$. Let $A: C \rightarrow E$ be an $\alpha$-inverse strongly accretive operator with $V I(C, A) \neq \emptyset$. If $\left\{\lambda_{n}\right\}$ and $\left\{\alpha_{n}\right\}$ are chosen so that $\lambda_{n} \in\left[a, \frac{\alpha}{K^{2}}\right]$ for some $a>0$ and $\alpha_{n} \in[b, c]$ for some $b, c$ with $0<b<c<1$, then the sequence $\left\{x_{n}\right\}$ given by (6) converges weakly to $z$, a solution of the variational inequality (5), where here, the real number $K$ is the 2-uniformly smoothness constant of the Banach space $E$.

Recently, many authors studied the following convex feasibility problem (for short, CFP):

$$
\begin{equation*}
\text { finding } \quad \text { an } x^{*} \in \bigcap_{i=1}^{m} K_{i} \text {, } \tag{7}
\end{equation*}
$$

where $m \geq 1$ is an integer and each $i, K_{i}$ is a nonempty, closed and convex subset of a real Hilbert space $H$. There is a considerable investigation on the CFP in the setting of Hilbert spaces which captures applications in various disciplines such as image restoration $[15,16,7]$, computer tomography and radiation therapy treatment planning [8]. In this paper, we shall consider the case where, for each $i, K_{i}$ is the solution set of a finite family of variational inequalities and fixed point problems involving nonlinear mapping in real Banach spaces. Very recently, Zhang et al. studied the convex feasibility problem (7) (where $K_{i}=V I(C, A i)$ for $i=1,2, \ldots, m$ ) by considering a finite family of inverse-strongly monotone mappings $A_{i}: C \rightarrow H$ and a strict pseudocontraction. They established a strong convergence theorem which extends the corresponding results in [17, 14, 24].

Theorem 2 (Zhang and Yuan, [29]). Let $C$ be a nonempty, closed and convex subset of a real Hilbert space $H$. For $m$ a positive integer and $i, 1 \leq i \leq m$, let $A_{i}: C \rightarrow H$ be a $\alpha_{i}$-inverse-strongly monotone mapping. Let $S: C \rightarrow C$ be a $k$-strict pseudocontraction with a fixed point and and le $f: C \rightarrow C$ be a fixed $\alpha$-contractive mapping.

$$
\text { Assume that } \Omega:=\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap \operatorname{Fix}(S) \neq \emptyset \text {. Let }\left\{\lambda_{i}\right\} \text { be }
$$

real numbers in $\left(0,2 \alpha_{i}\right)^{i=1}$ and let $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ be real sequences in $(0,1)$. Let $\left\{x_{n}\right\}$ be a sequence generated iteratively by the algorithm:

$$
\left\{\begin{array}{l}
x_{1} \in C  \tag{8}\\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\beta_{n} x_{n}+\gamma_{n} S \sum_{i=1}^{m} \eta_{i} y_{n, i}
\end{array}\right.
$$

where the criterion for the approximate computation of $y_{n, i}$ in $C$ is $\left\|y_{n, i}-P_{C}\left(I-\lambda_{i} A_{i}\right) x_{n}\right\| \leq e_{n, i}$, where $\lim _{n \rightarrow \infty}\left\|e_{n, i}\right\|=0$ for each $1 \leq i \leq m$. Assume that the above control sequences $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ satisfy the following conditions:
(a) $\alpha_{n}+\beta_{n}+\gamma_{n}=\sum_{i=1}^{m} \eta_{i}=1$;
(b) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=0}^{\infty} \alpha_{n}=\infty$;
(c) $1>\lim _{n \rightarrow \infty} \sup \beta_{n} \geq \lim _{n \rightarrow \infty} \inf \beta_{n}>0$.

Then, the sequences $\left\{x_{n}\right\}$ generated by (8) converges strongly to $x^{*} \in \Omega$, which is a unique solution of the following variational inequality:

$$
\begin{equation*}
\left\langle x^{*}-f\left(x^{*}\right), x^{*}-p\right\rangle \leq 0, \quad \forall p \in \Omega . \tag{9}
\end{equation*}
$$

In this work, we study the problem of finding an element of $\Gamma:=$ $\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap \operatorname{Fix}(T)$, where $A_{i}: C \rightarrow E$ is $\alpha_{i}$-inverse strongly accretive for $i=1,2, \ldots, m, T: C \rightarrow C$ is a $k$-demicontractive mapping. Based on the well-known extragradient method and viscosity approximation method, we introduce the following iterative:

$$
\left\{\begin{array}{l}
x_{0} \in C, \text { choosen arbitrarily },  \tag{10}\\
z_{n}=\theta_{n} x_{n}+\left(1-\theta_{n}\right) T x_{n}, \\
y_{n}=\lambda_{0} z_{n}+\sum_{i=1}^{m} \lambda_{i} Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n},
\end{array}\right.
$$

where $\sum_{i=0}^{m} \lambda_{i}=1, \quad \theta_{n} \in[c, d] \subset\left(0, \min \left\{1, \frac{1-k}{d_{2}}\right)\right), \beta_{i}>0$ and $\left\{\alpha_{n}\right\} \subset(0,1)$ satisfies the following conditions:

$$
\lim _{n \rightarrow \infty} \alpha_{n}=0 ; \text { and } \sum_{n=0}^{\infty} \alpha_{n}=\infty
$$

Under these assumptions, we proved that the sequence $\left\{x_{n}\right\}$ generated by the algorithm (10) converges strongly to an element of $\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap F i x(T)$. The results obtained here, represent an extension and an important improvement of Theorem 1 and Theorem 2 in the following aspects:
( $i$ ) the problem of finding an element of $\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap \operatorname{Fix}(T)$ is more general and more complex than the problem of finding an element of $V I(C, A))$ as in Theorem 1;
(ii ) the problem studied here extends and generalizes the one considering in Theorem 2 from Hilbert spaces to Banach spaces;
(iii ) the algorithm (10) is different to algorithm (6), considered in Theorem 1. It is also different to algorithm (8) considered in Theorem 2.
(iv) the problem of solving variational inequality coupled with fixed point problem become the special case to the problem considered in this paper.

## 2. PRELIMINARY

In the sequel, we shall need the following notions and results.
Let $C$ be a nonempty subset of a smooth real Banach space $E$. A mapping $Q_{C}: E \rightarrow C$ is said to be sunny if

$$
Q_{C}\left(Q_{C} x+t\left(x-Q_{C} x\right)\right)=Q_{C} x
$$

for each $x \in E$ and $t \geq 0$. It is said to be a retraction if $Q_{C} x=x$ for each $x \in C$.

Lemma 1 (Halpern, [13]). Let $C$ and $D$ be nonempty subsets of a smooth real Banach space $E$ with $D \subset C$ and let $Q_{D}: C \rightarrow D$ be a retraction from $C$ into $D$. Then $Q_{D}$ is sunny and nonexpansive if and only if

$$
\left\langle z-Q_{D} z, J\left(y-Q_{D} z\right)\right\rangle \leq 0
$$

for all $z \in C$ and $y \in D$.

Noted that from (2), Lemma 1 still holds if the normalized duality map is replaced by the general duality map $J_{\varphi}$, where $\varphi$ is gauge function.

Remark 2. If $K$ is a nonempty, closed and convex subset of a Hilbert space $H$, then the nearest point projection $P_{K}$ from $H$ to $K$ is a sunny nonexpansive retraction.

The demiclosedness of a nonlinear operator $T$ usually plays an important role in dealing with the convergence of fixed point iterative algorithms.

Definition 3. Let $K$ be a nonempty, closed and convex subset of a real Hilbert space $H$ and let $T: K \rightarrow K$ be a single-valued mapping. The map $I-T$ is said to be demiclosed at 0 if for any sequence $\left\{x_{n}\right\} \subset D(T)$ such that $\left\{x_{n}\right\}$ converges weakly to $p$ and $\left\|x_{n}-T x_{n}\right\|$ converges to zero, then $p \in \operatorname{Fix}(T)$.

Lemma 2 (Goebel and Kirk, [12]). Let E be a real Banach space satisfying the Opial's property. Let $K$ be a closed convex subset of $E$, and $T: K \rightarrow K$ be a nonexpansive mapping such that $F i x(T) \neq$ $\emptyset$. Then $I-T$ is demiclosed.

Lemma 3 (Marino and Xu,[20] (Proposition 2.1) ). Let $K$ ibe a closed convex subset of a Hilbert space $H$. and $T: K \rightarrow K$ be a self-mapping of $C$. If $T$ is $k$-demicontractive, then the fixed point set $\operatorname{Fix}(T)$ is closed and convex.

Theorem 4 (Chidume,[11]). Let $q>1$ be a fixed real number and $E$ be a smooth Banach space. Then the following are equivalent:
(i) $E$ is $q$-uniformly smooth;
(ii) there is a constant $d_{q}>0$ such that for all $x, y \in E$

$$
\|x+y\|^{q} \leq\|x\|^{q}+q\left\langle y, J_{q}(x)\right\rangle+d_{q}\|y\|^{q} ;
$$

(iii) there is a constant $c_{1}>0$ such that

$$
\left\langle x-y, J_{q}(x)-J_{q}(y)\right\rangle \leq c_{1}\|x-y\|^{q} \quad \forall x, y \in E .
$$

Observing that $L_{p}$-spaces, $2 \leq p<\infty$ are 2-uniformly smooth, we have the following.

Corollary 5. Assume that $E=l_{p}, \quad 2 \leq p<\infty$. For each $x, y \in E$,

$$
\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, J(x)\rangle+(p-1)\|y\|^{2} .
$$

Lemma 4 (Marino, Xu, [20]). Let $K$ be a nonempty closed convex subset of a real Hilbert space $H$ and $T: K \rightarrow K$ be a mapping.
(i) If $T$ is $k$-strictly pseudo-contractive, then $T$ satisfies the Lipschitzian condition

$$
\|T x-T y\| \leq \frac{1+k}{1-k}\|x-y\|, \quad \forall x, y \in K
$$

(ii) If $T$ is $k$-strictly pseudo-contractive, then the mapping $I-T$ is demiclosed at 0.

Lemma 5 (Lim, Xu, [18]). Let E be a Banach space with a weakly continous duality mapping $J_{\varphi}$ for some jauge $\varphi$. Then, we have

$$
\begin{equation*}
\Phi(\|x+y\|) \leq \Phi(\|x\|)+\left\langle y, J_{\varphi}(x+y)\right\rangle \tag{11}
\end{equation*}
$$

for all $x, y \in E$, where $\Phi(t)=\int_{0}^{t} \varphi(\sigma) d \sigma, \forall t \geq 0$. In particular, for the normilized duality mapping, we have the important special version of (11)

$$
\begin{equation*}
\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, J(x+y)\rangle . \tag{12}
\end{equation*}
$$

for all $x, y \in E$.

Lemma $6(\mathrm{Xu},[27])$. Assume that $\left\{a_{n}\right\}$ is a sequence of nonnegative real numbers such that $a_{n+1} \leq\left(1-\alpha_{n}\right) a_{n}+\alpha_{n} \sigma_{n}$ for all $n \geq 0$, where $\left\{\alpha_{n}\right\}$ is a sequence in $(0,1)$ and $\left\{\sigma_{n}\right\}$ is a sequence in $\mathbb{R}$ such that
(a) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$, (b) $\limsup _{n \rightarrow \infty} \sigma_{n} \leq 0$ or $\sum_{n=0}^{\infty}\left|\sigma_{n} \alpha_{n}\right|<\infty$. Then
$\lim _{n \rightarrow \infty} a_{n}=0$.

Lemma 7 (Chang et al. [10]). Let $E$ be a uniformly convex real Banach space. For arbitrary $r>0$, let $B_{r}(0):=\{x \in E:\|x\| \leq r\}$, be the closed ball with center 0 and radius $r>0$. For any given sequence $\left\{u_{1}, u_{2}, \ldots ., u_{m}\right\} \subset B_{r}(0)$ and any positive real numbers $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right\}$ with $\sum_{k=1}^{m} \lambda_{k}=1$, then there exists a continuous, strictly increasing and convex function

$$
g:[0,2 r] \rightarrow \mathbb{R}^{+}, g(0)=0
$$

such that for any integer $i, j$ with $i<j$,

$$
\left\|\sum_{k=1}^{m} \lambda_{k} u_{k}\right\|^{2} \leq \sum_{k=1}^{m} \lambda_{k}\left\|u_{k}\right\|^{2}-\lambda_{i} \lambda_{j} g\left(\left\|u_{i}-u_{j}\right\|\right)
$$

Lemma 8 (Mainge,[21]). Let $\left\{t_{n}\right\}$ be a sequence of real numbers that does not decrease at infinity in a sense that there exists a subsequence $\left\{t_{n_{i}}\right\}$ of $t_{n}$ such that $t_{n_{i}}$ such that $t_{n_{i}} \leq t_{n_{i+1}}$ for all $i \geq 0$. For sufficiently large numbers $n \in \mathbb{N}$, an sequence of integers, $\{\tau(n)\}$ is defined as follows:

$$
\tau(n)=\max \left\{k \leq n: t_{k} \leq t_{k+1}\right\}
$$

Then, $\tau(n) \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
\max \left\{t_{\tau(n)}, \quad t_{n}\right\} \leq t_{\tau(n)+1}
$$

Lemma 9 (Aoyama et al.,[3]). Let $C$ be a nonempty, closed and convex subset of a smooth real Banach space $E$. Let $Q_{C}$ be a sunny nonexpansive retraction from $E$ onto $C$ and let $A$ be an accretive operator of $C$ into $E$. Then for all $\lambda>0$,

$$
\begin{equation*}
V I(C, A)=F i x\left(Q_{C}(I-\lambda A)\right) \tag{13}
\end{equation*}
$$

Lemma 10 (Aoyama et al.,[3]). Let $C$ be a nonempty, closed and convex subset of a 2-uniformly smooth real Banach space E. Let $\alpha>0$ and $A$ be an $\alpha$-inverse strongly accretive operator of $C$ into E. If $0<\lambda \leq \frac{\alpha}{K^{2}}$, then $I-\lambda A$ is a nonexpansive mapping of $C$ into $E$, where $K$ is the 2 -uniformly smoothness constant of $E$.

## 3. STRONG CONVERGENCE THEOREMS

We now prove the following result.
Theorem 6. Let $E$ be a 2-uniformly smooth and uniformly convex real Banach space with a weakly continuous duality map $J_{\varphi}$. Let $C$ be a nonempty, closed convex subset of $E$. Let $Q_{C}$ be a sunny nonexpansive retraction from $E$ onto $C$ and $f: C \rightarrow C$ be ab-contraction. for $i=1,2, \ldots, m$, let $A_{i}: C \rightarrow E$ be a $\alpha_{i}$-inverse strongly accretive mapping and let $T: C \rightarrow C$ be a $k$-demicontractive mapping such that $\Gamma:=\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap \operatorname{Fix}(T) \neq \emptyset$. Assume that $I-T$ is demiclosed at the origin and $\beta_{i} \in\left[a, \frac{\alpha_{i}}{K^{2}}\right]$ for some $a>0$, where $K$ is the 2-uniformly smoothness constant of $E$. Then, the sequence $\left\{x_{n}\right\}$ generated by (10) converges strongly to $x^{*} \in \Gamma$, which is the unique solution of the following variational inequality:

$$
\begin{equation*}
\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-p\right)\right\rangle \leq 0, \quad \forall p \in \Gamma . \tag{14}
\end{equation*}
$$

Proof. We first show the uniqueness of the solution of the variational inequality (14). Assume that $x^{*} \in \Gamma$ and $x^{* *} \in \Gamma$ are both solutions to (14). Then, it follows

$$
\begin{equation*}
\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x^{* *}\right)\right\rangle \leq 0 \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle x^{* *}-f\left(x^{* *}\right), J_{\varphi}\left(x^{* *}-x^{*}\right)\right\rangle \leq 0 . \tag{16}
\end{equation*}
$$

Adding up (15) and (16) yields

$$
\begin{equation*}
\left\langle x^{* *}-x^{*}+f\left(x^{*}\right)-f\left(x^{* *}\right), J_{\varphi}\left(x^{* *}-x^{*}\right)\right\rangle \leq 0 . \tag{17}
\end{equation*}
$$

Noting that
$\left\langle x^{* *}-x^{*}+f\left(x^{*}\right)-f\left(x^{* *}\right), J_{\varphi}\left(x^{* *}-x^{*}\right)\right\rangle \geq(1-b) \varphi\left(\left\|x^{*}-x^{* *}\right\|\right)\left\|x^{*}-x^{* *}\right\|$,
it follows that $x^{*}=x^{* *}$, which proves the uniqueness. In what follows, $x^{*}$ denotes the unique solution of (14).

We prove that the sequence $\left\{x_{n}\right\}$ is bounded. For this, Let $p \in \Gamma$. Using (10), inequality (ii) of Theorem 4 and the fact that $T$ is
$k$-demicontractive, we have

$$
\begin{align*}
\left\|z_{n}-p\right\|^{2} & =\left\|\left(1-\theta_{n}\right)\left(x_{n}-p\right)+\theta_{n}\left(T x_{n}-p\right)\right\|^{2} \\
& =\left\|\left(1-\theta_{n}\right)\left(x_{n}-p\right)+\theta_{n}\left(T x_{n}-x_{n}\right)+\theta_{n}\left(x_{n}-p\right)\right\|^{2} \\
& =\left\|x_{n}-p+\theta_{n}\left(T x_{n}-x_{n}\right)\right\|^{2} \\
& \leq\left\|x_{n}-p\right\|^{2}-2 \theta_{n}\left\langle x_{n}-T x_{n}, J\left(x_{n}-p\right)\right\rangle+d_{2}\left\|\theta_{n}\left(T x_{n}-x_{n}\right)\right\|^{2} \\
& \leq\left\|x_{n}-p\right\|^{2}-\theta_{n}(1-k)\left\|x_{n}-T x_{n}\right\|^{2}+d_{2}\left\|\theta_{n}\left(T x_{n}-x_{n}\right)\right\|^{2} \\
& \leq\left\|x_{n}-p\right\|^{2}-\theta_{n}\left(1-k-d_{2} \theta_{n}\right)\left\|T x_{n}-x_{n}\right\|^{2} . \tag{18}
\end{align*}
$$

Since $1-k-d_{2} \theta_{n}>0$, it follows that

$$
\begin{equation*}
\left\|z_{n}-p\right\| \leq\left\|x_{n}-p\right\| . \tag{19}
\end{equation*}
$$

From (10), Lemmas 9 and 10, we obtain

$$
\begin{aligned}
\left\|y_{n}-p\right\| & =\left\|\lambda_{0} z_{n}+\sum_{i=1}^{m} \lambda_{i} Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-p\right\| \\
& \leq \lambda_{0}\left\|z_{n}-p\right\|+\sum_{i=1}^{m} \lambda_{i}\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-p\right\| \\
& \leq\left\|z_{n}-p\right\| .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left\|y_{n}-p\right\| \leq\left\|z_{n}-p\right\| \leq\left\|x_{n}-p\right\| . \tag{20}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
\left\|x_{n+1}-p\right\| & =\left\|\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}-p\right\| \\
& \leq \alpha_{n}\left\|f\left(x_{n}\right)-f(p)\right\|+\left(1-\alpha_{n}\right)\left\|y_{n}-p\right\|+\alpha_{n}\|f(p)-p\| \\
& \leq\left(1-\alpha_{n}(1-b)\right)\left\|x_{n}-p\right\|+\alpha_{n}\|f(p)-p\| \\
& \leq \max \left\{\left\|x_{n}-p\right\|, \frac{\|f(p)-p\|}{1-b}\right\} .
\end{aligned}
$$

So, by induction,

$$
\left\|x_{n}-p\right\| \leq \max \left\{\left\|x_{0}-p\right\|, \frac{\|f(p)-p\|}{1-b}\right\}, \quad n \geq 1
$$

Hence $\left\{x_{n}\right\}$ is bounded, also $\left\{y_{n}\right\},\left\{z_{n}\right\}$ and $\left\{f\left(x_{n}\right)\right\}$ are all bounded.

Using (18) and and the convexity of $x \rightarrow\|x\|^{2}$, it follows that

$$
\begin{aligned}
\left\|x_{n+1}-p\right\|^{2} \leq & \left\|\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}-p\right\|^{2} \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|x_{n}-p\right\|^{2} \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|x_{n}-p\right\|^{2} \\
& -\left(1-\alpha_{n}\right) \theta_{n}\left(1-k-d_{2} \theta_{n}\right)\left\|T x_{n}-x_{n}\right\|^{2} .
\end{aligned}
$$

Since $\left\{x_{n}\right\}$ is bounded, there exists a constant $B>0$ such that

$$
\begin{equation*}
\left(1-\alpha_{n}\right) \theta_{n}\left(1-k-d_{2} \theta_{n}\right)\left\|T x_{n}-x_{n}\right\|^{2} \leq\left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}+\alpha_{n} B . \tag{21}
\end{equation*}
$$

We now prove that $\left\{x_{n}\right\}$ converges strongly to $x^{*}$. The proof will be in two steps.
Case 1. Assume that there is $n_{0} \in N$ such that $\left\{\left\|x_{n}-x^{*}\right\|\right\}$ is decreasing from $n_{0}$. Since $\left\{\left\|x_{n}-x^{*}\right\|\right\}$ is is bounded, there it is convergent. Clearly, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}\right)=0 \tag{22}
\end{equation*}
$$

From (21), it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(1-\alpha_{n}\right) \theta_{n}\left(1-k-d_{2} \theta_{n}\right)\left\|T x_{n}-x_{n}\right\|^{2}=0 \tag{23}
\end{equation*}
$$

Since $\theta_{n} \in[c, d] \subset\left(0, \min \left\{1, \frac{1-k}{d_{2}}\right)\right)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-T x_{n}\right\|=0 \tag{24}
\end{equation*}
$$

Now, observing that,

$$
\begin{aligned}
\left\|z_{n}-x_{n}\right\| & =\left\|\left(1-\theta_{n}\right) x_{n}+\theta_{n} T x_{n}-x_{n}\right\| \\
& =\left\|\left(1-\theta_{n}\right) x_{n}+\theta_{n} T x_{n}-\theta_{n} x_{n}-\left(1-\theta_{n}\right) x_{n}\right\| \\
& \leq\left\|T x_{n}-x_{n}\right\|,
\end{aligned}
$$

from, (24), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-x_{n}\right\|=0 \tag{25}
\end{equation*}
$$

We show that $\lim \sup \left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n}\right)\right\rangle \leq 0$. Since $E$ is reflexive and $\left\{x_{n}\right\}_{n \geq 0}$ is bounded, there exists a subsequence $\left\{x_{n_{j}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{j}}$ converges weakly to $x^{* *}$ in $C$ and $\limsup _{n \rightarrow+\infty}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n}\right)\right\rangle=\lim _{j \rightarrow+\infty}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n_{j}}\right)\right\rangle$.

From (24) and the fact that $I-T$ is demiclosed, it follows that $x^{* *} \in$ $\operatorname{Fix}(T)$. From Lemma 7, the fact that $Q_{C}\left(I-\beta_{i} A_{i}\right)$ is nonexpansive
and (20), we have

$$
\begin{aligned}
\left\|y_{n}-p\right\|^{2}= & \left\|\lambda_{0} z_{n}+\sum_{i=1}^{m} \lambda_{i} Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-p\right\|^{2} \\
\leq & \lambda_{0}\left\|z_{n}-p\right\|^{2}+\sum_{i=1}^{m} \lambda_{i}\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-p\right\|^{2}- \\
& \lambda_{0} \lambda_{i} g\left(\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-z_{n}\right\|\right) \\
\leq & \left\|x_{n}-p\right\|^{2}-\lambda_{0} \lambda_{i} g\left(\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-z_{n}\right\|\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left\|x_{n+1}-p\right\|^{2} \leq & \left\|\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}-p\right\|^{2} \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|y_{n}-p\right\|^{2} \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|x_{n}-p\right\|^{2} \\
& -\left(1-\alpha_{n}\right) \lambda_{0} \lambda_{i} g\left(\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-z_{n}\right\|\right)
\end{aligned}
$$

Since $\left\{x_{n}\right\}$ is bounded, then there exists a constant $D>0$ such that

$$
\begin{equation*}
\left(1-\alpha_{n}\right) \lambda_{0} \lambda_{i} g\left(\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-z_{n}\right\|\right) \leq\left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}+\alpha_{n} D . \tag{26}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-z_{n}\right\|\right)=0 \tag{27}
\end{equation*}
$$

Using the properties of $g$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n}-z_{n}\right\|=0 \tag{28}
\end{equation*}
$$

From (28) and Lemma 2, we obtain $x^{* *} \in \bigcap_{i=1}^{m} \operatorname{Fix}\left(Q_{C}\left(I-\beta_{i} A_{i}\right)\right)$. Using Lemma 9 , we have $x^{* *} \in \bigcap_{i=1}^{m} V I\left(C, A_{i}\right)$. Therefore, $x^{* *} \in \Gamma$.
On the other hand, using the fact that $x^{*}$ solves (14) and the weak continuity of the duality mapping $J_{\varphi}$, we have

$$
\begin{aligned}
\limsup _{n \rightarrow+\infty}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n}\right)\right\rangle & =\lim _{j \rightarrow+\infty}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n_{j}}\right)\right\rangle \\
& =\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x^{* *}\right)\right\rangle \leq 0 .
\end{aligned}
$$

Finally, we show that $x_{n} \rightarrow x^{*}$. In fact, since $\Phi(t)=\int_{0}^{t} \varphi(\sigma) d \sigma, \forall t$ $\geq 0$, and $\varphi$ is a gauge function, then $\Phi(k t) \leq k \Phi(t)$, for $1 \geq k \geq 0$.

From (10) and Lemma 5, we obtain the following estimates

$$
\begin{aligned}
\Phi\left(\left\|x_{n+1}-x^{*}\right\|\right)= & \Phi\left(\left\|\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}-x^{*}\right\|\right) \\
\leq & \Phi\left(\left\|\alpha_{n}\left(f\left(x_{n}\right)-f\left(x^{*}\right)\right)+\left(1-\alpha_{n}\right)\left(y_{n}-x^{*}\right)\right\|\right) \\
& +\alpha_{n}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n+1}\right)\right\rangle \\
\leq & \Phi\left(\alpha_{n}\left\|f\left(x_{n}\right)-f\left(x^{*}\right)\right\|+\left\|\left(1-\alpha_{n}\right)\left(y_{n}-x^{*}\right)\right\|\right) \\
& +\alpha_{n}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n+1}\right)\right\rangle \\
\leq & \Phi\left(\alpha_{n} b\left\|x_{n}-x^{*}\right\|+\left(1-\alpha_{n}\right)\left\|y_{n}-x^{*}\right\|\right) \\
& +\alpha_{n}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n+1}\right)\right\rangle \\
\leq & \Phi\left(\left(1-(1-b) \alpha_{n}\right)\left\|x_{n}-x^{*}\right\|\right) \\
& +\alpha_{n}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n+1}\right)\right\rangle \\
\leq & \left(1-(1-b) \alpha_{n}\right) \Phi\left(\left\|x_{n}-x^{*}\right\|\right) \\
& +\alpha_{n}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{n+1}\right)\right\rangle .
\end{aligned}
$$

From Lemma 6, it follows that $x_{n} \rightarrow x^{*}$.
Case 2. Assume that the sequence $\left\{\left\|x_{n}-x^{*}\right\|\right\}$ is not monotonically decreasing. Set $B_{n}=\left\|x_{n}-x^{*}\right\|$. Let $\tau: \mathbb{N} \rightarrow \mathbb{N}$ be a mapping defined from for $n \geq n_{0}$, for some $n_{0}$ large enough, by $\tau(n)=$ $\max \left\{k \in \mathbb{N}: k \leq n, B_{k} \leq B_{k+1}\right\}$. Obviously, $\{\tau(n)\}$ is a nondecreasing and $\tau(n) \rightarrow \infty$ as $n \rightarrow \infty$ and $B_{\tau(n)} \leq B_{\tau(n)+1}$ for $n \geq n_{0}$. From (21), we obtain

$$
\left(1-\alpha_{\tau(n)}\right) \theta_{\tau(n)}\left(1-k-d_{2} \theta_{\tau(n)}\right)\left\|T x_{\tau(n)}-x_{\tau(n)}\right\|^{2} \leq \alpha_{\tau(n)} B .
$$

Furthermore, we have

$$
\lim _{n \rightarrow \infty} \theta_{\tau(n)}\left(1-k-d_{2} \theta_{\tau(n)}\right)\left\|T x_{\tau(n)}-x_{\tau(n)}\right\|=0
$$

Since $1-k-d_{2} \theta_{\tau(n)}>0$, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{\tau(n)}-T x_{\tau(n)}\right\|=0 \tag{29}
\end{equation*}
$$

Using the same arguments as in case 1 , we can show that $x_{\tau(n)}$ and $y_{\tau(n)}$ are bounded in $C$ and $\limsup _{\tau(n) \rightarrow+\infty}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{\tau(n)}\right)\right\rangle \leq 0$.
For all $n \geq n_{0}$, we have

$$
\begin{aligned}
0 & \leq \Phi\left(\left\|x_{\tau(n)+1}-x^{*}\right\|\right)-\Phi\left(\left\|x_{\tau(n)}-x^{*}\right\|\right) \\
& \leq \alpha_{\tau(n)}\left[-(1-b) \Phi\left(\left\|x_{\tau(n)}-x^{*}\right\|\right)+\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{\tau(n)+1}\right)\right\rangle\right]
\end{aligned}
$$

which implies that

$$
\Phi\left(\left\|x_{\tau(n)}-x^{*}\right\|\right) \leq \frac{1}{1-b}\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-x_{\tau(n)+1}\right)\right\rangle .
$$

Then, we have

$$
\lim _{n \rightarrow \infty} \Phi\left(\left\|x_{\tau(n)}-x^{*}\right\|\right)=0
$$

Therefore,

$$
\lim _{n \rightarrow \infty} B_{\tau(n)}=\lim _{n \rightarrow \infty} B_{\tau(n)+1}=0
$$

Thus, by Lemma 8, we conclude that

$$
0 \leq B_{n} \leq \max \left\{B_{\tau(n)}, \quad B_{\tau(n)+1}\right\}=B_{\tau(n)+1}
$$

Hence, $\lim _{n \rightarrow \infty} B_{n}=0$, that is $\left\{x_{n}\right\}$ converges strongly to $x^{*}$. This completes the proof.
Corollary 7. Assume that $E=l_{p}, 2 \leq p<\infty$. Let $C$ be a nonempty, closed and convex subset of $E$. Let $Q_{C}$ be a sunny nonexpansive retraction from $E$ onto $C$ and $f: C \rightarrow C$ be a b-contraction. For $i=1,2, \ldots, m$, let $A_{i}: C \rightarrow E$ be a $\alpha_{i}$-inverse strongly accretive and let $T: C \rightarrow C$ be a $k$-demicontractive mapping such that
$\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap \operatorname{Fix}(T) \neq \emptyset$. Assume that $I-T$ is demiclosed at origin and $\beta_{i} \in\left[a, \frac{\alpha_{i}}{K^{2}}\right]$ for some $a>0$ where $K$ is the 2 -uniformly smoothness constant of $E$. Let $\left\{x_{n}\right\}$ be a sequence defined as follows:

$$
\left\{\begin{array}{l}
x_{0} \in C, \text { choosen arbitrarily }  \tag{30}\\
z_{n}=\theta_{n} x_{n}+\left(1-\theta_{n}\right) T x_{n} \\
y_{n}=\lambda_{0} z_{n}+\sum_{i=1}^{m} \lambda_{i} Q_{C}\left(I-\beta_{i} A_{i}\right) z_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}
\end{array}\right.
$$

where $\sum_{i=0}^{m} \lambda_{i}=1, \quad \theta_{n} \in[c, d] \subset\left(0, \min \left\{1, \frac{1-k}{p-1}\right)\right)$ and $\left\{\alpha_{n}\right\} \subset$ $(0,1)$. Assume that the above control sequences satisfy the following conditions:
(a) $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(b) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$.

Then, the sequence $\left\{x_{n}\right\}$ generated by (30) converges strongly to $x^{*} \in\left(\bigcap_{i=1}^{m} \operatorname{VI}\left(C, A_{i}\right)\right) \bigcap F i x(T)$, the unique solution of the following
variational inequality:

$$
\begin{equation*}
\left\langle x^{*}-f\left(x^{*}\right), J_{\varphi}\left(x^{*}-p\right)\right\rangle \leq 0, \quad \forall p \in\left(\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)\right) \bigcap \operatorname{Fix}(T) . \tag{31}
\end{equation*}
$$

Proof. since $l_{p}$-spaces , $2 \leq p<\infty$ are 2-uniformly smooth and $p$-uniformly convex Banach spaces with weakly continuous duality mapping, then the proof follows from Theorem 6 and Corollary 5.

In the special case, where $T \equiv I$, the indentity map, then Theorem 6 is reduced to the following:

Theorem 8. Let E be a 2-uniformly smooth and uniformly convex real Banach space having a weakly continuous duality map $J_{\varphi}$ and let $C$ be a nonempty, closed and convex subset of $E$. Let $Q_{C}$ be a sunny nonexpansive retraction from $E$ onto $C$ and let $f: C \rightarrow C$ be ab-contraction. For $i=1,2, \ldots, m$, let $A_{i}: C \rightarrow E$ be $\alpha_{i}$-inverse strongly accretive such that $\Gamma:=\bigcap_{i=1}^{m} V I\left(C, A_{i}\right) \neq \emptyset$. Let $\left\{x_{n}\right\}$ be a sequence defined as follows:

$$
\left\{\begin{array}{l}
x_{0} \in C, \text { choosen arbitrarily, }  \tag{32}\\
y_{n}=\lambda_{0} x_{n}+\sum_{i=1}^{m} \lambda_{i} Q_{C}\left(I-\beta_{i} A_{i}\right) x_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}
\end{array}\right.
$$

where $\sum_{i=0}^{m} \lambda_{i}=1, \beta_{i} \in\left[a, \frac{\alpha_{i}}{K^{2}}\right]$ and $\left\{\alpha_{n}\right\} \subset(0,1)$. Assume that the above control sequences satisfy the following conditions:
(a) $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(b) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$.

Then, the sequence $\left\{x_{n}\right\}$ generated by algorithm (32) converges strongly to an element of $\bigcap_{i=1}^{m} V I\left(C, A_{i}\right)$.

In the special case, where $A_{i} \equiv 0$, for $i=1,2, \ldots, m$, then Theorem 6 is reduced to the following:

Theorem 9. Let E be a 2-uniformly smooth and uniformly convex real Banach space having a weakly continuous duality map $J_{\varphi}$ and $C$ be a nonempty, closed and convex subset of $E$. Let $Q_{C}$ be a sunny nonexpansive retraction from $E$ onto $C$ and let $f: C \rightarrow C$ be a bcontraction. Let $T: C \rightarrow C$ be a $k$-demicontractive mapping such that $\operatorname{Fix}(T) \neq \emptyset$ and $I-T$ is demiclosed at origin. Let $\left\{x_{n}\right\}$ be a sequence defined as follows:

$$
\left\{\begin{array}{l}
x_{0} \in C, \text { choosen arbitrarily, }  \tag{33}\\
z_{n}=\theta_{n} x_{n}+\left(1-\theta_{n}\right) T x_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) z_{n}
\end{array}\right.
$$

where $\sum_{i=0}^{m} \lambda_{i}=1, \quad \theta_{n} \in[c, d] \subset\left(0, \min \left\{1, \frac{1-k}{d_{2}}\right)\right)$ and $\left\{\alpha_{n}\right\} \subset$ $(0,1)$. Assume that the above control sequences satisfy the following conditions:
(a) $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(b) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$.

Then, the sequence $\left\{x_{n}\right\}$ generated by algorithm (33) converges strongly to an element of $\operatorname{Fix}(T)$.

## 4. APPLICATION TO CONVEX MINIMIZATION PROBLEMS

In this section, we study the problem of finding a common solution of a finite family of convex minimization problems coupled with fixed point problem in a real Hilbert spaces. Precisely, find an $x^{*}$ with the property:

$$
\begin{equation*}
x^{*} \in\left(\bigcap_{i=1}^{m} \operatorname{argmin}_{x \in C} g_{i}(x)\right) \bigcap F i x(T), \tag{34}
\end{equation*}
$$

where for, for each $i, 1 \leq i \leq m, g_{i}$ is a continuously Fréchet differentiable and convex functional on $C$.

Lemma 11. (Baillon and Haddad [5]) Let H be a real Hilbert space and $g$ be a continuously Fréchet differentiable and convex functional on $H$ where $\nabla g$ denotes its gradient. If $\nabla g$ is $\frac{1}{\alpha}$-Lipschitz continuous, then $\nabla g$ is $\alpha$-inverse strongly monotone.

Remark 3. A necessary condition for a point $x^{*} \in K$ to be a solution of the minimization problem (34) is that:

$$
x^{*} \in\left(\bigcap_{i=1}^{m} V I\left(\nabla g_{i}, K\right)\right) \bigcap \operatorname{Fix}(T) .
$$

Hence, one has the following result.
Theorem 10. Let $H$ be a real Hilbert space. Let $C$ be a nonempty, closed and convex subset of $H$ and $f: C \rightarrow C$ be $a b$-contraction. For $i=1,2, \ldots, m$, let $g_{i}: C \rightarrow \mathbb{R}$ be a continuously Fréchet differentiable and convex functional on $C$ with a $\frac{1}{\alpha_{i}}$-Lipschitz continuous $\nabla g_{i}$. Let $T: C \rightarrow C$ is a $k$-demicontractive mapping such that $\Gamma:=\left(\bigcap_{i=1}^{m} V I\left(C, \nabla g_{i}\right)\right) \bigcap \operatorname{Fix}(T) \neq \emptyset$ and $I-T$ is demiclosed at origin. Let $\left\{x_{n}\right\}$ be a sequence defined as follows:

$$
\left\{\begin{array}{l}
x_{0} \in C, \text { choosen arbitrarily }  \tag{35}\\
z_{n}=\theta_{n} x_{n}+\left(1-\theta_{n}\right) T x_{n} \\
y_{n}=\lambda_{0} z_{n}+\sum_{i=1}^{m} \lambda_{i} P_{C}\left(I-\beta_{i} \nabla g_{i}\right) z_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) y_{n}
\end{array}\right.
$$

where $\sum_{i=0}^{m} \lambda_{i}=1, \quad \theta_{n} \in[c, d] \subset(0,1),\left\{\alpha_{n}\right\} \subset(0,1), \beta_{i} \in\left[a, 2 \alpha_{i}\right]$ for some $a>0$. Assume that the above control sequences satisfy the following conditions:
(a) $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(b) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$.

Then, the sequence $\left\{x_{n}\right\}$ generated by (35) converges strongly to a solution of problem (34).
Proof. We set $H=E$ and $\nabla g_{i}=A_{i}$, into Theorem 6. Then, the proof follows Theorem 6 and Remark 3.
Remark 4. Real sequence that satisfy conditions (a), and (b) is given by: $\alpha_{n}=\frac{1}{\sqrt{n}}$.
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